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Preface

It is our great pleasure to welcome you to FGSN 2019, the 18. GI/ITG KuVS Fachgespräch Sensornetze. Welcome also to the city of Magdeburg and the Otto-von-Guericke University Magdeburg (OVGU).

The FGSN Workshop series has already a long tradition to serve as a forum for the discussion of research on Wireless Sensor Networks, Wireless Multi-hop Networks, Internet of Things, and other related topics, where especially (resource constrained) wireless nodes interact with different types of environments. This tradition will be continued this year with an interesting program consisting out of 13 paper presentations, 4 demo papers, and a hands-on tutorial on RIOT OS, all covering highly relevant and recent research topics. We are convinced that this will lead to a highly interactive workshop with lively discussions and intense exchange among all participants.

We thank all those who contributed to FGSN 2019 and making this workshop possible: the authors for submitting their work to the workshop, the program committee members for reviewing the papers, and the organizing team, especially Frank Engelhardt, Katja Nothnagel, Jürgen Lehmann, Marian Buschsieweke, Kai Kientopf, Petra Duckstein, but also all the others from ComSys@OVGU who contributed to the workshop organization.

The major value of workshops is to enable discussions among researchers and to allow for the exchange of ideas, which should result in new thoughts, insights, and research ideas. We hope that the FGSN 2019 contributes to this and that you will enjoy the event.

Mesut Güneş
FGSN 2019 Chair
Program Committee
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Evaluating the Suitability of LoRa for Potato Storage Monitoring

Jan Schlichter, Björn Gernert and Lars C. Wolf
Institute of Operating Systems and Computer Networks
Technische Universität Braunschweig
Braunschweig, Germany
Email: [schlichter gernert wolf]@ibr.cs.tu-bs.de

Abstract— In order to minimize the loss of crops during the storage period, food storage need to be equipped with an air conditioning system. To guarantee correct operation of the system, detailed temperature and humidity data from the inside of the stored good is required. State of the art systems only use data collected from sensors placed on top of storage boxes, which contain the crops. Therefore, they are not able to measure the conditions inside the boxes, which means that air conditioning can only be carried out on an estimated basis.

In this paper a sensor node for food storage is introduced which can be equipped with different radios and uses delay and disruption tolerant (DTN) multihop communication to collect data from inside of the storage boxes. The evaluation of the developed sensor node is carried out exemplary inside a real potato storage, since the high water content in the potato (approx. 80%) creates a challenging environment for wireless communication. Of course, the sensor can also be applied to other stored goods. For the evaluation, the node was equipped with a LoRa radio and it was recorded how feasible a communication within a food storage is compared to a node equipped with a FSK radio.

I. INTRODUCTION

Many agricultural products are stored for several months after the harvest, so they can be sold over longer time periods. During the storage period it is important to carefully adjust the storage conditions to minimize the loss due to diseases like soft rot and other factors like waterloss, which results in a lower selling price. In potato storage various harmful conditions like a small change in temperature, which can lead to a loss of over 3% [1], can be detected by sensors. This also applies to diseases like soft rot, which can be detected by measuring the CO₂ concentration inside of the potato storage [2].

Up to now it is common practice to use wired temperature and humidity sensors outside of the boxes or clamps in which potatoes are stored. The size of modern storage warehouses implies the difficulty to comprehensively monitor the storage conditions.

To solve this problem StorageLogger is introduced, a wireless sensor node which is able to measure storage conditions directly in the boxes or clamps. Radio communication through potatoes is difficult due to the high water share of the potatoes and implies that measured data needs to be forwarded from one node to another to collect all data at a sink. Furthermore it is common that boxes, which contain the potatoes and sensor nodes, are restacked multiple times in a different order during a storage period. This means that a static network topology is not given and the nodes must act based on their current location.

Another factor, which needs to be considered, is energy consumption. It is impossible to change the battery of the deployed sensor nodes without manually pouring them, and accordingly also potatoes, out of the storage box. This makes it impractical to replace batteries during the storage period. Thus, the aim is to monitor a whole storage period with one set of batteries.

Due to a modular design the sensor node can be equipped with different radios. The focus of this paper is to evaluate the suitability of using a LoRa radio for communication between the sensor nodes. To achieve this two versions of the sensor node were considered, one with a 433 MHz frequency-shift keying (FSK) radio and one with a 433 MHz LoRa radio.

The paper is organized as follows. First, an overview about the related work and groundwork for this paper in section II is given. The different versions of sensor node and the used components are described in section III. Section IV shows the results of a real-world evaluation for which different versions of the nodes were deployed at the "Versuchsstation Dethlingen"¹ (VSD), a research station specialized on potatoes. Finally section V concludes this paper.

II. RELATED WORK

This paper is based on the findings and experiences published by the authors in [3]. In this paper different radio frequencies for data transmission in potato warehouses were examined. First a wall of potatoes was simulated and hit with a planar incident wave at different frequencies to look at the attenuation caused by the potatoes. The simulation results were then validated by building a real wall of potatoes and trying different frequencies to penetrate the wall. The setup is shown in Figure 1 and consists of 16 potato boxes (each 1.2 m x 1 m x 0.85 m (WxDxH)) and two Vivaldi antennas. The simulation and experimental setup have shown that the attenuation of potatoes is quite high and that the path of the radio waves does not necessarily go directly through the potatoes but through the small gaps between the stored potatoes. In regards to the design of the StorageLogger node the possible frequencies

¹http://www.vsd-dethlingen.de
which can be used are limited to the ISM band. The previous work conclude that 433 MHz, with a attenuation of 22 dB per meter, yields the best results for this constraint.

Based on this findings StorageLogger can be used with two different 433 MHz radios. The first one uses the FSK modulation scheme and the second one the LoRa modulation scheme. The differences are described in section III.

Another example for a food storage monitoring system is described by Tervonen in [4]. The author equipped sensor nodes with a 868 MHz radio and three AA-batteries. They were used to measure the temperature and humidity inside a warehouse for seed potatoes every 16 min over a period of ten weeks. The main difference between this system and the StorageLogger nodes is the placement of the nodes and the resulting network topology. Tervonen placed the sensor nodes outside of the potato boxes on different levels of the storage warehouse and was able to build a star with one sink wirelessly connected to all other nodes. Since in the case of the StorageLogger the nodes were placed inside the boxes, a direct communication with the sink is way more challenging and simply not possible for some of the placed nodes. Apart from the changes of the used radio to increase the range of the nodes inside of the boxes, a network protocol is needed to deliver the multihop communication for the StorageLogger setup. However, as this is out of scope of this paper, the definition of a corresponding protocol is left out at this point.

In view of the overall vision that one sensor node could be used to monitor the whole lifecycle of a potato from the field to the storage, it is important to keep applications outside of monitoring the storage in mind. There are many authors like Heble et al. [5], who proposed LoRa based networks for monitoring large agriculture fields. The usage of LoRa for our StorageLogger nodes enables an easy adaption of such a network architecture increasing the possible applications beyond storage monitoring.

III. THE STORAGELOGGER NODE

This paper discusses two different versions of the StorageLogger node. It features a modular design consisting of a baseboard and a headerboard. The baseboard remains the same for both versions and was developed on the basis of the INGA [6]. It features a Atmega MEGA1284P-MU which runs Contiki OS.

The difference between the versions is the usage of a different headerboard. They both have a shared set of components like a real time clock and an SHT21 temperature and humidity sensor, enabling the basic functionality of the StorageLogger. This functionality includes measuring the temperature and humidity in a configurable time interval and going to sleep between those measurements. Aside from the shared set of components and some minor design changes between the versions, the big difference is the usage of a different radio. The first version, shown on the left side in Figure 2, features a RFM69 433 MHz FSK radio, while the second version (on the right of Figure 2) supports a RFM96 433 MHz LoRa radio.

To specify which version is used, a simple compiler flag can be set which causes Contiki to use the proper driver.

IV. EVALUATION

For the evaluation of the suitability of using a LoRa radio for communication inside of a potato storage facility, a comparison of the two versions of the StorageLogger sensor node was carried out. Both radios were equipped with a 18 cm dipole antenna, which roughly translates to $\frac{\lambda}{4}$ for the wavelength $\lambda = 433\text{ MHz}$.

A. COMPARISON OF THE RADIOS

First the two radios were compared outside of the storage monitoring scenario by three metrics: transmission speed, transmission range and current draw.

The transmission speed and range varies greatly based on the configuration of the radios. To make the results comparable the same configuration was used for both radios as far as possible. Due to the LoRa modulation scheme the RFM96 has more configuration possibilities with additional settings like coding rate (CR) and spreading factor (SF). The challenge of finding the best transmission parameters for LoRa radios was already discussed by Bor and Roedig in [7]. There are over 6720 possible parameter settings and a bad choice may result in a 100 times shorter node lifetime due to higher current draw. For this evaluation the following settings were used: $SF = 12$ and $CR = (4/8)$. The bandwidth was set to 500 kHz for both radios.
Figure 3 shows the overall current draw of a sensor node equipped with the LoRa radio and a node equipped with the FSK radio both operating at 3.3 V. In both cases the radios were transmitting ten frames with a size of 64 B each and a 1 s period between the transmissions. The transmission of all frames was completed in less than 15 s by the FSK radio and required nearly 20 s on the LoRa radio due to the slightly lower transmission speed of the LoRa radio. The procedure of sending a radio frame is the same for both radios. It starts with setting the radio from RX mode to standby to write the frame to the FIFO of the radio. In RX mode the current draw of the LoRa node is slightly lower than the draw of the FSK node with a value of around 20 mA. The value drops further down for both nodes in standby mode. After the frame is written to the FIFO the radio is set to TX mode, which triggers the transmission. While in TX mode the current draw of the LoRa node is around 120 mA which is significantly higher than the draw of the FSK node with about 60 mA.

The benefit of using the LoRa version despite the higher current draw and lower transmission speed is an increased transmission range. The maximum transmission range of LoRa radios has already been discussed in great detail by other authors and is generally around 10 km depending on the surroundings of the sensor nodes. To compare the package loss of the used radios we applied a similar setup like Petäjäjärvi et al. used in [8]. A base station containing a node with LoRa radio and a node with FSK radio was mounted on top of a building (height: 59 m) in Braunschweig. Each node of the base station periodically sends a beacon with a size of 64 B, which was captured with a mobile version of the base station.

The mobile node was moved along a track, moving away from the base station, with a maximum distance of 3.85 km between them. The track was then divided into different sections and the frame loss was calculated for each section with over 1300 beacons send in total per node. The results are shown in Table I. It becomes clear that the LoRa radio has a lower frame loss in every single section of the track. After 1000 m the frame loss of the FSK radio goes up rapidly and drops by a few points in the 1500 m - 2000 m section. This is due to the surroundings of the track, namely a large building, which blocked the line of sight between the base station and the mobile node, while traveling through the 1000 m - 1500 m section. The drop is also visible in the data for the LoRa radio, even though it is not nearly as substantial as with the FSK radio. Overall the frame loss of the LoRa radio is less than the loss of the FSK radio. Especially at the 3000 m + section it is impossible to get a reliable connection with the FSK radio.

When comparing this result to other experiments like the one of Petäjäjärvi et al. [8] it is important to consider the different environmental factors. The experiment in this paper was carried out in a city with potential interferences and large buildings partly blocking the line of side. This results in higher frame loss rates than in less crowded areas.

### B. Real-World Evaluation

Both versions of the sensor node were deployed in a research storage of the VSD, for comparison under real-world conditions. The storage is shown in Figure 4 and consists of

---

**Table I**

<table>
<thead>
<tr>
<th>Section</th>
<th>LoRa</th>
<th>FSK</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 m - 500 m</td>
<td>12.13%</td>
<td>28.96%</td>
</tr>
<tr>
<td>500 m - 1000 m</td>
<td>17.07%</td>
<td>66.50%</td>
</tr>
<tr>
<td>1000 m - 1500 m</td>
<td>41.18%</td>
<td>93.72%</td>
</tr>
<tr>
<td>1500 m - 2000 m</td>
<td>41.62%</td>
<td>88.31%</td>
</tr>
<tr>
<td>2000 m - 2500 m</td>
<td>30.37%</td>
<td>89.35%</td>
</tr>
<tr>
<td>2500 m - 3000 m</td>
<td>41.01%</td>
<td>90.58%</td>
</tr>
<tr>
<td>3000 m +</td>
<td>67.74%</td>
<td>98.95%</td>
</tr>
<tr>
<td><strong>Overall</strong></td>
<td><strong>36.23%</strong></td>
<td><strong>76.48%</strong></td>
</tr>
</tbody>
</table>
four rows and six columns of potato boxes. The dimensions of the boxes are $1.2 \times 1 \times 0.85 \text{m}$ (WxDxH), with 20 cm between the rows. As seen in the picture, there are gaps between the stored boxes and the walls of the storage facility to all sides, enabling the potential reflection of radio waves inside the storage facility.

Two experiments were conducted, one for each version of the sensor node. For the first experiment ten sensor nodes with the FSK radio were deployed into one row of the storage in such a way that there is at least one box on each side of the box with the sensor node. The sensor node with the LoRa radio was deployed for the second experiment in a similar way.

Figure 5 shows the longest archived single hop communication path for both experiments. For the FSK nodes the maximum distance that could be covered was between nodes F1 and F2 at around 220 cm. In comparison the longest distance between two nodes covered by LoRa is represented by the nodes L1 and L2, with a distance of approximately 320 cm (pictured by the solid black arrow) between each other. The radio waves do not necessarily spread on the direct path between the nodes, but could also spread to the left from node L1 and would then be reflected from the wall of the storage. But even if the communication from node L1 to L2 does happen through reflections outside of the boxes the minimum distance traveled through potatoes would still be 300 cm (pictured by the dashed black arrows). Overall this shows an increase of communication range by approximately 36% compared to the FSK nodes.

With regard to a cost efficient deployment strategy, which aims to reduce the number of nodes needed to monitor the storage conditions, while still receiving all data through multihop communication, the usage of LoRa results in less required nodes.

V. Conclusion

In this paper the StorageLogger was introduced, a wireless sensor node capable of monitoring the storage conditions of potatoes inside potato boxes. The node features a modular design, so it can be used with different sensors or radios.

An evaluation of using a LoRa radio for the discussed use case was performed and compared to the results of a FSK radio. The results show that the usage of LoRa increases the communication range through potatoes by at least 50 cm, with a maximum range of 300 cm. The downside of using LoRa is a significant increase in power consumption and a small decrease in transmission speed. To retain the lifetime of the battery powered nodes other measures are needed like the usage of a specially adjusted network protocol.

The authors would like to thank the VSD for the cooperation and provision of the potato storage.
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Ballistocardiography on Planes - Development Challenges for a Research Measurement System
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Abstract—For years, the amount of medical incidents on passenger flights is increasing. Besides the personal stress and strains for concerned passenger, every incident leads to huge costs for the specific airline. Therefore, we face the challenge of using Ballistocardiography (BCG) in passenger planes and noisy environments respectively.

To start with an extensive evaluation, we designed a precise, parallel and scalable measurement system for measuring BCG signals within planes or similar environments. We briefly describe the different challenges while designing the first prototype implementation and show a few first results.

I. INTRODUCTION

Sensor systems have been an established part of medical diagnostics for a long time. In addition to the conventional systems, accelerometers have increasingly entered the medical research. However, the use of accelerometers is usually reduced to activity determination. Due to technical advances, digital accelerometers have become attractive for medical diagnostics. Especially for the investigation of changes in body acceleration, as such for the Ballistocardiography (BCG).

The BCG is a method to gain detailed information of body movements imparted by the ballistic forces associated with cardiac contraction and ejection of blood and with the deceleration of blood flow through the large blood vessels. These heart related movements are translated by a sensor device into an electrical potential, which is suitably amplified and recorded [1]. Within our project, we are pursuing the utilization of BCG as a medical diagnostic tool for the discrete and long-term monitoring of progressive, function limiting heart diseases. Contrary to Electrocardiography (ECG), no skin contact is needed to conduct BCG measurements. Thus, BCG is a promising method to establish a non-invasive, non-disruptive health monitoring system, as sensor must not be attached to the body directly. This offers an opportunity for real world applications like the monitoring of passengers’ health during a flight. Such a health monitoring system for passenger planes is highly beneficial for both, the passengers well-being, as well as for airlines to avoid medical accidents during a flight, which can lead to a flight abort.

Unfortunately, an extensive measurement of accelerations inside a cabin together with BCG measurements have never been carried out before. Therefore, we have to design a comprehensive measurement system for extensive evaluations within this environment beforehand. However, even the development of such a system goes along with several challenges, which will be described in this paper.

II. RELATED WORK

The usability of BCG for medical applications, the analysis of BCG data and consecutive extraction of cardiovascular information is a current international research topic. Early research with digital accelerometers were driven by space agencies. Experiments were conducted during parabolic flights and on the International Space Station (ISS). There, sensor technology could be investigated independently of earth’s gravitational influences and compared to ECG [2]. Various accelerometer sensors have already been used by other international research groups and have also been designed in some cases. These systems include immobile systems, such as weighing scales, as well as portable devices [3], [4], [5], [6], [7]. These devices are either physically unsuitable by beein too large or the implementation lacks on data quality, especially temporal precision.

Prior to the creation of a BCG board as a diagnostic tool, various trials and measurements have been done. This includes a cooperation with the Physikalisch-Technische Bundesanstalt (PTB), to determine what features such a sensor system should have. At first, various measurements and investigations were carried out to determine the appropriate sensor technology. Furthermore, the selected acceleration sensors were examined for their precision. Also, the suitability for BCG measurement was examined. This was done with a series of test subjects, using measurements setups inferred from previous examinations [8]. We are currently preparing a project that will bring BCG into real world application, in particular the aforementioned health monitoring for passenger planes [9]. The project is still in an early stage but we gathered first results and derived several challenges towards such a system.

III. BCG IN PLANES

As a result of the ever-growing air traffic and passenger volume, the number of medical emergencies during flights is growing accordingly [10][11]. These incidents can range from uneasiness up to life threatening situations. For example, when a passenger is already suffering from cardiology diseases, the stress and the changed pressure or the anxiety can lead to a deterioration of the health condition. Monitoring the passengers health status during the flight, or even better, before departure (e.g. during boarding), enables flight attendants to initiate early counter procedures, e.g. serving water or sugar. Those minor actions might lead to an improvement of the status and could prevent serious consequences. The passenger’s safety
and the avoidance of additional costs due to unscheduled flight abortions is the motivation for this project. By utilizing accelerometer based BCG, we develop a comprehensive, non-invasive, autonomous and scalable on-board health-monitoring system. Early results from the project support a BCG base system design, even for noisy environments. Therefore, other applications might become possible (e.g. cars, busses, trains).

IV. METHOD

Using digital Micro-Electro-Mechanical systems (MEMS) sensors, the BCG health monitoring system can be extremely lightweight and cost efficient, which makes it particularly suitable for the deployment on an aircraft. It seems likely that the sensors are going to be mounted into the backrest (dorsal medio-frontal) and into the seat (dorsal medio-femoral), as depicted in Figure 1. The sensors will be mounted redundant and inverse to each other, which will minimize the internal noise or occurring artifacts by the utilization of differential signaling. To allow a scalable system, an effective signal (pre-)processing at the seats is inevitable. But as wired power supply is not always present, a high energy efficiency and wireless data transmission is needed eventually. For convenient data representation, a back-end could be connected and integrated into the already existing flight attendant panel. However, before planning the actual integration of BCG in planes, several studies have to be performed by using a comprehensive measurement system to gather ground truth data.

V. CHALLENGES FOR THE MEASUREMENT SYSTEM

This section provides challenges and research questions that resulted from our requirements analysis.

A. Measurement Platform

The biggest challenge, that is not solely limited to the exemplary application area of planes, is the noisy environment. The BCG signal constantly superimposes with other accelerations, like vibration of engines or flight movement. Furthermore, couplings throughout seats could lead to interference that have to be filtered out. Initially we will perform extensive studies that reveal which accelerations (frequency spectrum and amplitude) occur during a normal flight and at different flight manoeuvres. Based on this data we will be able to derive both, a generic model of the acceleration of an aircraft environment for evaluation purposes as well as suitable filtering techniques. The usage of reference nodes (e.g. at the cabin wall/floor) for real time noise canceling will be evaluated. To enable an adequate acquisition and signal processing/filtering of the data directly at the seat, a powerful but highly efficient hardware platform is needed. Hitherto, not every requirement for a proper hardware can be estimated. As a basic requirement, the simultaneous readout of the sensors has to be guaranteed, e.g., to allow the measurement of the Pulse Transit Time (PTT) and by extension the estimation of the passengers blood pressure [12]. For these reasons, the initial hardware-platform for evaluations will be based on an Multi-Processor System on Chip (MPSoC), combining the processing power of a multi-core CPU with the flexibility of a Field Programmable Gate Array (FPGA). While the FPGA allows an adaptive hardware design for, e.g., an effective filtering, the processing cores can be used for proper data processing in software. In particular we are using a Xilinx Zynq-7020 MPSoC that combines a dual core ARM processor with a Virtex 7 FPGA. At the current stage we rely on the Zedboard evaluation platform as it already offers several useful peripherals, for example Ethernet. Thus, the data will be gathered under ideal conditions. The current system will be used to obtain reference data for further modelling. The generation of a cabin vibration model is planned, which will allow us to emulate flight conditions in the cabin simulator of the Institute of Flight Guidance at TU Braunschweig.

B. Sensor Interfaces

For interfacing the sensors, we implemented custom hardware modules in the FPGA, which allow the utilization of parallel Serial Peripheral Interface Bus (SPI) controllers. All SPI controllers use a common clock, resulting in the absolutely synchronous readout of sensor data. As the parallel SPI controllers are implemented in hardware, a high tri-axial sampling rate can be achieved (up to 17kHz in preliminary tests). Each sample is additionally time-stamped in hardware to compensate delays that occur within the data chain. This is an important feature, as we want to apply differential signaling and other filtering techniques, which require a high temporal precision. All data is forwarded to the chips processing cores.
via a Direct Memory Access (DMA) stream, packaged and
further forwarded to a processing/storage server.

C. Sample Rate

The system is designed to fulfill specific timing constraints
related to physical parameter of the human body. A top
down approach is pursued, as the maximum relevant signal
velocities are taken as references. More specifically, the fastest
heart muscle related process is the rapid opening or closing
of the aortic valve. The top speed measured by Leyh et
al. was 13.5ms [13]. But to implement a true top down
approach, the fastest muscle related process overall is taken
into account. The electrical muscle potential necessary for
muscle contraction is measured at 10kHz [14]. For this reason
the target sample capture rate is set to be 10kHz, which is
achievable with the components described above (cf. Section
V-A).

D. Sensor Selection

Prior to the design of the BCG sensor board, we performed
various trials and measurements in cooperation with the PTB.
Initially, the goal was to show the general feasibility of using
commercially available digital accelerometers for BCG. We
performed a series of tests with our subjects. By comparing
the results of different accelerometers against reference values
(ECG, Laser-Vibrometer) we showed that BCG is generally
possible with digital devices but the data quality differs[8].
A follow-up study was performed to select the digital ac-
celerometers with the best quality characteristics needed by
BCG applications[15]. As a result, we selected the Kionix
KX122 sensor for further investigations.

E. Scalability

With one measurement board we can equip one seat for
evaluation purposes. However, the structure of an aircraft has
a huge impact on the acceleration and thus have to be taken
into account for potential filtering techniques. For this reason
we have to scale the entire measurement system throughout
the plane, e.g. place measurement boards at different rows.
In doing so we ensure that all data streams share the same
time reference, which renders them comparable on a sample
by sample basis. We decided to use an Ethernet connection
between the measurement boards. To ensure the common time
base, we utilize a hardware-supported Precision Time Protocol
(PTP) for synchronization of the boards. In first test we were
able to show that the synchronization precision between
the boards can be characterized by a median less than 1.5µs.
Ongoing research focuses on different approaches to further
increase the board to board precision.

The reason why we selected Ethernet, is its easy integration
into existing infrastructure. When performing first test during
flights, we are only allowed to mount the measurement system
in the cabin temporary (loose-equipment). However, considering
Shannon’s law, the synchronization error is far away from
disturbing our goal of 10kHz sample rate.

F. ECG Reference

For the first test, the measurement of an ECG reference
signal is inevitable. Therefore we have selected a simple
ECG shield (OLIMEX ECG shield [16]) with 3 electrodes
for the derivation of the electrical cardiac signals according
to Einthoven and Goldberger (6-channel derivation). This 6-
channel ECG is an appropriate method to obtain cardiac signal
references to the actual heart contraction that will be measured
across the BCG trials. The OLIMEX-Shield offers an analog
output, which is converted into a digital signal by a SPI-ADC.
Thus, the ECG signal can be recorded simultaneously to the
accelerometers by utilizing one of the parallel SPI interfaces.
The data resolution of the ECG board is at 10 bit for each
channel, which is sufficient as a reference to the BCG signal.

VI. Prototype Implementation

Considering the described challenges, we implemented a
first prototype for our initial field tests. As mentioned above,
we rely on the Zedboard as the measurement platform. The
general architecture of the board can be seen in Figure 2, the
server is illustrated in Figure 3. The figures show the hard-
as well as the software modules implemented on the Zedboard
and on the server. The server itself is responsible for the board
management, the initialization of the time synchronization and
the data collection.
VII. RESULTS

The project is still in an early stage, but we already made several evaluations to test the measurement system and gather BCG data.

A. BCG measurement campaign

A prototype of the presented system was deployed during a 50 day BCG study. During this time data from more than 30 subjects were acquired. The system was set up in a single board configuration, utilizing 3 channels for acceleration measurements. Channel 4 was used to gather ECG reference data. Triaxial acceleration data was acquired with a sample rate of c. 17 kHz, while ECG data was acquired with c. 13 kHz. In total, 1.35 - 1.55GB of data were generated per measurement and up to 6GB measurement of one subject. The analysis of the data is still in progress. For more information about this study we like to refer to [17].

B. BCG signals in planes

When presenting the general idea of the project, people have several doubts if BCG measurements in planes are possible in general. Therefore we performed a short measurement during a two hours flight. The result is shown in Figure 4.

![Figure 4: First results of BCG measurements during a flight.](image)

Even without the ECG reference signal, the BCG signals can be seen clearly. In this case it should be mentioned, that the data were not pre-processed or filtered. Thus, with an appropriate signal processing the quality of the BCG signals can be improved further. In addition, a feature extraction could be applied to filter out unwanted noise or compress the data by providing only relevant data. However, this is part of our future work.

VIII. CONCLUSION

In this paper we introduced the utilization of BCG for a comprehensive health monitoring in passenger planes. For first evaluations a highly specialized measurement system is needed. The paper at hand presented the various design challenges for such a system and the architecture of its prototype implementation.

It should be mentioned, that several other challenges arise, when thinking about an actual implementation of a BCG-based health monitoring in plane seats. Hundreds of seats within a plane will form a very dense sensor network, where a reliable data transmission with low latency has to be guaranteed.

However, first measurements within a plane showed the general feasibility of our approach and we are motivated to face the upcoming challenges as well.
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Abstract—Underwater Wireless Sensor Networks (UWSNs) and micro Autonomous Underwater Vehicles (µAUVs) enable diverse underwater monitoring and service applications; e.g., observation of water quality or identification of pollution. Reliable underwater communication for data transmission between sensors, µAUVs and base stations is required. The smartPORT acoustic underwater modem AHOI is a small, low-power and low-cost modem, which was developed for these applications. This paper evaluates the modem’s resilience against shipping noise and packet interference in UWSNs. At first, noise and interference sources are presented, followed by a short description of the modem’s countermeasures. At last, simulated noise of ships and Autonomous Underwater Vehicles (AUVs) with different distances to the noise source were added to the communication signals and evaluated. And in addition, packet interference was simulated and evaluated in a real-world scenario.

I. INTRODUCTION

Exploration and monitoring of underwater sceneries is drawing considerable attention [1]. Recent examples are UWSNs such as HydroNode [2], SUNRISE [3] or services for example Robotic Vessels as-a-Service (RoboVaaS) [4]. In all cases, reliable underwater communication is a major requirement. Due to the strong attenuation of the electro-magnetic wave in the water, most of the communication interfaces use an acoustic communication (e.g. [5], [6]). Many applications are located in ports and rivers and include several devices. Ships and AUVs produce acoustic noise, which could disturb the acoustic communication. In addition, in a network of acoustic modems packet collisions can occur when several modems transmit simultaneously.

In the following sections, we evaluate the AHOI modem’s resilience against shipping noise and packet interference in a network. A preliminary study was presented in [7]. The resilience tests were used to simulate the modem behavior in DESERT [8], a simulator for underwater networks based on ns2. This paper extends the existing simulations with idle and receive mode is around 300 mW and 2.1 W during data transmission with highest amplification. For acoustic signal reception and transmission, the AHOI modem uses an Aquarian Audio AS-1 hydrophone [12]. In case of the highest amplifier level, the transmission source level is between 150-160 dB re µPa² @ 1 m.

Signal processing is realized in software on the microcontroller, which allows a fast reconfiguration of frequency and coding setups. In the default setup, the modem uses an orthogonal Binary Frequency Shift Keying (BFSK) with 2.56 ms symbol duration and 781.25 kHz frequency spacing. Each symbol consists of four superimposed sinusoidal waveforms. To counter frequency cancellations caused by multi-path propagation and to enhance the reliability against noise, each bit is repeated on three different carriers, and Frequency Hopping Spread Spectrum (FHSS) is applied to avoid inter-symbol interference. The modem has 25 kHz bandwidth around a center frequency of 62.5 kHz. The default setup in combination with Hamming coding leads to a net data rate of 260 bit/s (up to 4.7 kbit/s are feasible with the current setup).

A. Receiver Design

Before the digitization of the received signal, the signal passes through an analog processing chain. At first, the signal is pre-amplified to have a higher signal level. Afterwards a highpass filter with cut-off frequency \( f_c = 50 \text{kHz} \) reduces signal components with lower frequencies and a lowpass filter with cut-off frequency \( f_c = 75 \text{kHz} \) reduces the higher parts. At last, the signal is amplified again. The amplification gain is controllable in the range from 60 dB to 96 dB. Figure 2 shows the receiving characteristic for selected gain steps.

B. Hydrophone Characteristic

The AHOI modem uses a single transducer to receive and to transmit (see Sect. II). In Fig. 3 the Free-Field Voltage Sensitivity (FFVS) and Transmit Voltage Response (TVR) of the hydrophone are depicted. The FFVS in the range from...
1 kHz to 100 kHz is almost linear (±2 dB) and has a sensitivity of −208 dBV re 1 μPa. Opposed to the FFVS, the TVR is highly frequency dependent. During a transmission, the modem compensates the frequency-dependent characteristic.

III. FUNDAMENTALS

This section presents the attenuation of acoustic signals in underwater scenarios and different ship and AUV noise profiles. Interference in underwater networks is discussed.

A. Acoustic Signal Attenuation

When the acoustic wave travels through the water, the signal is attenuated. The path loss depends on the frequency $f$ and the distance $d$ between sender and receiver. The attenuation is

$$L(d, f) = L_{sp}(d) + L_{abs}(d, f)$$

$$= 20 \cdot n \cdot \log_{10}(d) + d \cdot \alpha(f) \text{ dB}$$

with spread loss $L_{sp}$ and absorption loss $L_{abs}$. The path loss exponent $n$ depends on the situation and environment. For a spherical spreading and a free-field assumption, the exponent is $n = 1$. In contrast to spread loss, absorption loss is frequency-dependent. The function $\alpha(f)$ models attenuation in relation to the frequency. Different models are discussed in [13], e.g., the Schulkin and Marsh formula. Assuming test conditions from Sect. V, typical absorption losses are less than 3 dB/km for frequencies up to 100 kHz. Based on that, absorption loss is negligible in small communication distances compared to spread loss; e.g., $L_{sp} (100 \text{ m}) = 40 \text{ dB}$. Attenuation for short distances can be approximated with

$$L(d) = 20 \log_{10}(d) \text{ dB}$$

B. AUV and Shipping Noise

Ships and AUVs produce acoustic noise. The intensity and frequency depend, e.g., on speed and ship length. For acoustic noise modeling, the authors in [14] presented a detailed analysis of different noise sources, different ships, and AUVs. In addition, an equation is derived to calculate noise Power Spectral Densities (PSDs). To evaluate the AHOI modem resilience against shipping noise, these noise PSDs are used. Two models are depicted in Fig. 4. At first a noise model for a 180 m cargo ship, traveling with a velocity of 15 knots, and the second one for an AUV from Bluefin Robotics [15]. In both cases, the acoustic noise emitted by ship and AUVs have highest PSDs below 10 kHz.

C. Signal Interference

In UWSNs, multiple nodes transmit and receive data. The simplest way is to start a data transmission, when the data was recorded. This concept can lead to packet interference if several nodes need to use the transmission channel at the same time and packets overlap at the receiver. A more coordinated transmission medium access (Carrier Sense Multiple Access, CSMA), is to listen to the channel before the transmission. If the channel is unused, the sender starts the transmission. Opposed to the speed of light in a wireless over-water transmission (using electro-magnetic waves), the speed of sound in an underwater scenario is much lower. The speed of sound depends on temperature, salinity, depth and is approximately 1500 m/s. For short distances, propagation delays are in the millisecond range; e.g., for 150 m a propagation time of 100 ms (in contrast to propagation times less than 1 ms for wireless over-water communication). Based on that, CSMA is difficult to apply compared to wireless over-water communication. Additionally, in a network with μAUVs, protocols with time synchronization and a fixed communication time slot for each node, e.g., Time Division Multiple Access (TDMA), are impractical due to the high variation of the propagation time (due to mobility). In sum, media access is a critical point in UWSN and there is a risk of packet interference. An extensive discussion on UWSN media access can be found in [1].

IV. EXPERIMENTATION SETUP

The resilience against shipping noise and packet interference was evaluated via simulation and a real-world scenario.

A. Simulation

A simulation was performed to assess the resilience against ship and AUV noise. The noise was generated offline and added to different recorded packets. A single AHOI modem was used to receive the signal, which was generated with an arbitrary signal generator (TiePie Handyscope HS5, 200 kHz sampling). The signal generator simulated the hydrophone voltage response (see FFVS in Sect. II-B) for different PSDs and the signal strength was calculated with Eq. (3). Figure 5 shows the PSDs of received packets at the receiver side (neglecting all propagation paths besides Line-of-Sight (LOS)) for distances to transmitter...
d_M ∈ {25 m, 50 m, 75 m, 100 m} and distances to the noise source d_ship, d_AUV ∈ {25 m, 50 m, 75 m, 100 m}. During the simulations, different noise profiles were added to the packets. The noise profiles were generated in accordance to Sect. III-B and also shown in Fig. 5. For each combination of ship or AUV noise level and communication signal strength, 100 transmissions were simulated (with 32 B payload per packet).

In addition to ship and AUV noise, other underwater modems in a network could disturb the transmission (see Sect. III-C). To evaluate the effect of packet interference and the resulting Packet Reception Rate (PRR), the same simulation setup was used. Instead of additional simulated noise, a second recorded packet was added to the generator samples. All packets carried 32 B payload and had a signal duration of T_pkt = 1.3 s, including the synchronization symbols. The simulation results for two modems (2) transmitted packets with different delays ∆t ∈ {−1.25 · T_pkt, −1 · T_pkt, ..., 1.25 · T_pkt}. The time ∆t is the reception time difference between M1 and M2 at the receiver side w.r.t. the reception of the packet from M1. For example, ∆t < 0 means the packet from M2 arrives before the packet sent by M1. |∆t| > T_pkt is a reception without interference. The signal strengths of the received packets are similar to the noise test (see Fig. 5).

B. Real-World Evaluation

The real-world evaluation took place at the Port of Harburg, a small marina in Hamburg (see Fig. 6). It was a warm and windless day in June 2019 with 19.5°C water temperature. In all cases, the hydrophones were placed 1.5 m under the water surface. During the evaluation, three AHI modems were used. The receiver was placed at a fixed position and two transmitters at the setups (1) d_M1 = 25 m, d_M2 = 25 m (2) d_M1 = 25 m, d_M2 = 40 m. Each combination of setup and delay ∆t ∈ {−1.5 · T_pkt, −0.5 · T_pkt, 0.0 · T_pkt, 1.5 · T_pkt}, 100 packets with 32 B payload were transmitted. Due to serial connection and internal packet handling of the modems, the exact transmission time was not controllable (a few milliseconds difference). Both modems were connected to a laptop and we waited ∆t between the transmission initialization and neglected the underwater propagation time. Compared to the packet overlap in the seconds range, these limitations are small (in the millisecond range). For ∆t = 0 the transmission from M1 is initialized first.

V. RESULTS

A. Simulation

At first, the resilience against ship and AUV noise was evaluated. The ship noise affected packet reception in two cases and in the other cases all transmitted packets were received. The combination d_ship = 25 m, d_M = 75 m resulted in 97% and d_ship = 25 m, d_M = 100 m in 26% received packets. In both cases, the noise PSD is higher than the communication signal PSD. As a simplification during the simulations, the noise source was assumed as a point source and d_ship was smaller than the ship length (180 m). In general, the ship noise sources are distributed over the ship hull and the received signal level lower. The noise emitted by an AUV has a lower PSD. As expected, in all simulations with AUV noise profiles all packets were received. In sum, the modem is resilient against ship and AUV noise.

The second evaluation simulated packet interference between two modems and different communication distances. Due to space limitations, Fig. 7 depicts only the results for d_M1 ∈ {25 m, 75 m} in combination with d_M2 ∈ {25 m, 50 m, 75 m, 100 m}. The results of the evaluation are: (1) Without interference (∆t ≥ T_pkt) all packets from M1 and M2 were received. (2) The first packet (w.r.t. the arrival at the receiver) is received, also for the case that the second transmitter is nearer. (3) For the case ∆t = 0 and d_M1 ≠ d_M2 the packet from transmitter with a shorter distance is received. (4) For ∆t = 0 and d_M1 = d_M2 the PRR goes to zero. An exception are the cases: (a) ∆t = −0.75 · T_pkt and d_M1 ≤ d_M2 (b) ∆t = 0.75 · T_pkt and d_M1 ≥ d_M2. The generated simulation signals in Fig. 8 gives an explanation for the exception. For the case ∆t = 0.75 · T_pkt is a signal cancellation, which distorts the packet reception.

Based on the simulation, the modem is resilient against interference in the most cases. The resilience is independent of the packet overlap and depends on frequency cancellations between the overlapping packets. Currently, other modulation schemes are under development to avoid cancellations [16].

B. Real-World Evaluation

Figure 9 depicts the results of the real-world evaluation. Opposed to the simulation, which simulates the LOS path only, a real-world scenario consists of multiple propagation paths and additional noise. Multipath propagation leads to symbol interference and lowers the PRR. The results of the evaluation are: (compared to the four points in Sect. V-A): (1) Without interference (∆t ≥ T_pkt) the PRR was between 87% − 100%. (2) The first received packet wins with an average PRR of 68% (in the case ∆t = 0, M1 transmits...
Fig. 7: Packet interference simulation between $M_1$ and $M_2$. The time $\Delta t$ is the difference between the reception of the packet from $M_1$ and $M_2$ at the receiver side (w.r.t. the reception of the packet from $M_1$). The received signal strength was calculated w.r.t. the transmission distances $d_{M1} \in \{25\,\text{m}, 75\,\text{m}\}$ and $d_{M2} \in \{25\,\text{m}, 50\,\text{m}, 75\,\text{m}, 100\,\text{m}\}$. Red bars show the PRRs from $M_1$ and blue bars from $M_2$.

Fig. 8: Offline generated simulation signals $s(t)$ with packet interference. The amplitudes of both packages are normalized to 1.

Fig. 9: Results of the packet interference real-world evaluation. Receiver and $M_1$ were fixed with distance $d_{M1} = 25$ m. Red bars show the PRRs from $M_1$ and blue bars from $M_2$.
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Abstract—Under the premise of the retrofit idea of machine tools, this paper discusses a self-sufficient, wireless sensor network for the acquisition of machine-related process data as well as environmental information for context enrichment. Based on the requirements of the production environment, a solution consisting of sensor technology and embedded system will be designed and an implementation possibility will be presented.

Index Terms—WLAN, production, retrofit, temperature, single board computer, WSN, ESP32

I. INTRODUCTION

The accuracies of machine tools and the individuality of products have been gaining in importance for years [1] and, with regard to the market situation [2], form a know-how advantage at the production location Germany. This knowledge lead in the field of mechanical engineering can only be secured by continuous further development and mirroring application-driven challenges. This is not least achieved by the support programmes initiated by the Federal Government with reference to digitization and industry 4.0, especially for small and medium-sized enterprises. A recurring core topic of these initiatives is the growing automation and individualization of production [3] in order to secure Germany as a production location. In addition to communication and control, the basis for industry 4.0 is process digitization for the generation of a “digital shadow” or a “digital twin”. This requires the use of existing standards in communication in order to avoid further diversity, as with existing machine controls. At the same time, it must be possible to integrate retrofit variants into existing infrastructures with little effort and to use them for future software ecosystems as well as their services in the field of mechanical engineering.

II. MOTIVATION

For a comprehensive process analysis, continuous data acquisition under real-time conditions in the sense of the application as well as continuous subsequent condition monitoring to record the machine and ambient conditions is indispensable. In addition, context-related data fusion offers a holistic machine or process image, but requires data pre-processing close to the machine in order to minimize various latency and data transfer effects on possible computing power cloud systems. With the help of autonomous sensor networks, such context-related data acquisition can be carried out close to the machine and in particular with existing machines (retrofit), whereby, for example, signs of wear are minimized, downtimes are optimized and the total costs of the machine during its lifetime are reduced [4]. In addition, the context reference generated in this way contributes to the monitoring of safety violations and machine damage by recording suitable data via a sensor network [5]. Due to the extensive data situation associated in this way, additional functions can be developed for existing machines in addition to pure condition monitoring. This includes, for example, predictive maintenance, where predictions of necessary maintenance measures are made with the help of this data volume, either by means of regular control or by machine learning procedures [6]. The necessary data fusion from different sources (e.g. machine data, room climate data) helps to generate a holistic, context-related system image with the goal of increased system availability. The comprehensive recording of process parameters is essential and is only supported in its entirety to a limited extent by current machine tools or their controls. Rather, it is the integration of existing building sensors, function-integrated tool parameters and additional sensors remote from the machine. Not only the quantity of the data is decisive, but also its quality, which has a considerable effect on the results to be achieved with regard to downstream data processing.

The high demands placed on machine tools in terms of dimensional accuracy and repeatability of production steps for the realization of high-quality products also represent an enormous challenge (parameter correction) with regard to the interference influences acting on the process and the machine. An example of a significant disturbance factor is the thermal material expansion effect, which manifests itself as position deviation in the space between the Tool Center Point (TCP) and the workpiece [7]. Different assemblies or components of the machine have different proportions of the total deviation, depending on their respective characteristics (material, size, construction design). Although the heat input to machine parts can be reduced by constructive solutions in the design of a machine tool, an inhomogeneous temperature field will occur during operation, which has a negative influence on process stability. By means of appropriate data analysis and an
existing understanding of the process model, it is possible to counteract the disturbing influences through targeted process control and thus achieve adequate temperature compensation. The so-called indirect compensation method is supported with the aid of process-accompanying data acquisition, in which the process parameters, that ultimately have an influence on the temperature, are collected, evaluated and the expected temperature-related machine displacements are determined. At the control level, an axis path correction is performed as misalignment compensation by returning the temperature changes as a controlled variable to the numerical control (NC) [8].

In addition to these listed aspects of process monitoring and optimization, the production history of a product can be recorded by such an extensive data acquisition by sensor nodes and stored with suitable methods (e.g. Distributed Ledger [9]) forger-proof and yet verifiable for third parties. This type of unchangeable storage and traceability will become more and more important in the future, especially with regard to the more frequent value creation networks. At the same time, future software ecosystems and associated services will play an increasingly important role in the provision of services.

Single Board Computers (SBC) have become increasingly popular in recent years, not least in the industrial environment. Initiated by the Raspberry Pi Foundation [10] and the rapidly growing community around the single board computer of the same name, digitization projects could be implemented cost-effectively. The individual models differ greatly in form factor, equipment, acquisition costs as well as installed hardware and thus also in computing power. HAT modules (hardware on top) are used for the expansion of such SBCs in order to compensate for deficits in the basic equipment compared to fully-fledged computer or control systems. As a result, interfaces can usually be added, which reduces development costs and increases flexibility through the use and creation of self-sufficient, modular hardware and application adaptation. Condition monitoring requires small and cost-effective computer systems that can be easily integrated into production systems and machines. Single board computers meet these requirements by existing interfaces for wireless as well as wired communication and sensor interfaces via so-called GPIO pins, which is why they are predestined for such tasks from an economic point of view and due to their simple system adaptation [11].

For tasks in which even a single-board computer appears to be oversized in every respect (more capacity than necessary), small microprocessor units (MCUs) such as the ESP32 have established themselves in the IoT area. This MCU has various communication interfaces such as Wifi 2.4 GHz, Bluetooth, SPI, PC and can be programmed for certain tasks via a scaffolding system such as MicroPython [12].

III. Requirements

The need to collect process parameters from production systems in a timely and comprehensive manner demonstrates the need for an open and extensible wireless system that can be used self-sufficiently in harsh production environments. In the field of machine tools, the essential functions of temperature and vibration measurement offer a decisive added value in order to supplement existing or parallel machine parameters and thus obtain a context-related machine image. This makes it possible to derive detailed information about the machine status and to carry out a holistic, context-related process analysis within the framework of subsequent data evaluations. The aim is an open source, low vibration, modular embedded system as well as corresponding development components in order to offer end users of existing production plants retrofitting possibilities for context formation. At the same time, it must be possible to embed the sensor network into an existing IT infrastructure and, for security reasons, do without a direct internet connection. A further challenge is to implement different sampling rates for the various sensors with regard to their application in the production environment. In the field of vibration measurement, the real-time requirements in terms of application are much higher than for temperature measurement. In addition, the sensor network must record data reliably and at runtime in high quantity and quality as well transmit them via radio transmission.
The sensor network in its entirety can be separated into two parts (see Figure 1): sensor node (data acquisition) and collector (data processing). The former exclusively collect and provide data, the latter clustering a group of subordinate sensor node instances, collects the data and sends it to the next instance either unchanged or preprocessed. The exchange of measurement data and control instructions takes place via Message Queuing Telemetry Transport (MQTT). Python is the ideal programming language for the required scripts. Each sensor node has its own software identification number and publishes its data on its own channel (topic), but all sensor nodes listen on the \texttt{instruction channel (topic)}, so that central machine-supported control as well as task distribution and adaptation of the individual sensor nodes is possible.

In order to be able to scale the sensor network globally to the required extent, the approach is pursued that 1 to n sensors are combined locally and represented by a collector. Thus, for example, such a collector represents a machine and thus the digital temperature twin of this machine. Individual machines can be combined in any number to form so-called systems, which in turn represent a finite number of production halls. Such a subdivision in the form of a directed tree can be scaled freely and individually for different production systems, since there is no dependency between the individual groups but only a certain local determinacy within a branch. This means that individual objects in a group are self-sufficient in relation to others, which results in a high degree of flexibility.

IV. REALIZATION

Derived from the requirements, the implementation of the sensor node concept with ESP modules (ESP32) in combination with the respective sensor (e.g. temperature sensor DS18B20) results ipso facto from the point of view of energy and resource efficiency. The data collector in the form of a single-board computer (Raspberry Pi) is used for the first data acquisition or data preprocessing. The sensor network thus consists of two basic components (see Figure 1), whereby the sensor maintains a wired connection to the battery-operated ESP module and becomes a sensor node. Thus it represents that part of the continuous data acquisition that can be freely placed at selected points of a machine tool. In order to maintain flexibility with regard to the sensors to be integrated, various protocols (One-Wire, I²C, SPI, etc.) are supported by the designed structure. This allows the system modularity to be individually adapted to the respective examination case or machine retrofit. Through a corresponding configuration, the ESP module can be integrated into an existing WLAN network or connected via a WLAN network initiated by the single-board computer. Using the first in, first out approach, the measured sensor data is continuously sent to a server address according to the configured time interval. This can be a server on the Internet, which would make the data available worldwide, or a local server solution on the single-board computer or a downstream system. Due to this architectural basic structure, the sensor node is self-sufficient, can be positioned on moving parts of the machine tool to be examined, can be freely scaled in number and enables comprehensive data access. If required, the SBC provides an independent, machine-oriented and local WLAN into which the sensor nodes can integrate themselves in order to preprocess (filter, persist, etc.) or directly process (visualize, calculate, etc.) the recorded sensor values (temperatures). Due to the data persistence in a time series-based database (influxDB) on the single board computer, the data is available near the machine, but can also be transferred to more computationally efficient systems for data analysis purposes (condition monitoring, predictive maintenance, etc.).

To increase robustness, the sensor node has a housing with various signal LEDs and an on/off switch to provide system feedback in a harsh production environment without a display. Various node housings have been designed to protect the electronics from external influences such as moisture, dust and chips. To attach the sensor nodes protected by the housing to the machine parts, magnets are embedded. These are designed in such a way that no dislocation of the sensor nodes takes place even during strong machine movement or vibration. For some applications (e.g. predictive maintenance), a data fusion from the sensor nodes and, for example, the machine control is necessary close to the machine (see Motivation). For this purpose, the data collector is qualified to offer corresponding interfaces (e.g. OPC UA) and to carry out direct data preprocessing and assistance.

V. SUMMARY

The high quality data generated in the production environment represent an important resource in the course of industry 4.0, which must be made more usable in the foreseeable future. For this purpose, a stand-alone solution for the problem of the currently not or only insufficiently sensory recorded parameters of a production system, as for example on hardly accessible parts of a machine tool. The requirements for the retrofit system such as robustness, free scalability and positioning were successfully implemented in this work. The selected hardware components ensure energy efficiency and simple interchangeability while simultaneously integrating into existing wireless networks. Furthermore, the design offers operators of production systems the possibility of cost-effective retrofitting of existing systems, whereby, for example, they can also be retrofitted with predictive maintenance. This sensor network has thus created a solid basis for using data-intensive methods for machine analysis, such as machine learning, condition monitoring and predictive maintenance.

VI. FURTHER WORK

As further work, the sensor network must be tested and evaluated in a test field, and a target-oriented solution for the permanent storage of the data must be found. In addition, it would be useful to find out to what extent decentralized storage methods such as blockchains are suitable across the various levels. In order to underline the self-sufficiency of the system and thus its encapsulation, edge computing via the collectors and uniform distribution of the workload over them would be a clever way of performing data processing.
and machine analysis and monitoring, while at the same time maintaining a high level of resource efficiency. Furthermore, a change to, or the combination with, other radio technologies such as LoRaWAN or 5G as well as the integration of AR functionalities is worth considering, in order to create a holistic system in the sense of industry 4.0, which continues to transport the strong retrofit idea. In addition, software ecosystems for machine tools must be designed in which sensor nodes, existing controls and future machines can be easily integrated. This is the only way to offer appropriate microservices that provide manufacturer-independent services to cope with the increasing complexity in mechanical engineering and process automation.
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Abstract—In this paper we explore the opportunities and challenges of deploying a Wireless Sensor Network to monitor the structural health of civil infrastructure using Vibro-Acoustic Modulation. The fundamentals of the method are explained and the challenges for a sensor network in a practical implementation are investigated. Ideas and requirements for the sensor nodes are analyzed and presented.

Index Terms—energy harvesting, vibration sensing, wireless sensor networks

I. INTRODUCTION

Vibro-Acoustic Modulation (VAM) is a non-linear non-destructive testing (NNDT) technique to evaluate the structural integrity of solid materials. It has first been introduced in 1998 in [3]. Since then several research groups have successfully detected fatigue damage in a material using VAM, even before a defect is visible to the bare eye [4].

One potential application for VAM is preventive maintenance of civil infrastructure such as bridges or wind turbines. Not only can continuous monitoring help to prevent collapses and save lives, it can also reduce maintenance cost dramatically. Manual inspection is carried out rarely and is costly, time-consuming and error-prone. Further, the early detection of small defects usually allows for simpler and smaller repairs.

A self-powered Wireless Sensor Network (WSN) leverages the potential of VAM-Implementations on real-world structures. Because of the complexity of many structures, several sensors in different places are needed for checking all fundamental structural elements, which calls for low-cost hardware. Both sensors and actuators need to synchronize themselves and measurements need to be transmitted to a central place for evaluation. Cable-bound communication and power would drastically increase the cost of deployment. Therefore, an energy harvesting solution is preferable.

In context of the F³-Lab program at the Hamburg University of Technology we, an interdisciplinary team of researchers from structural engineering, material science and computer science aim to further improve the method’s reliability to eventually enable applicability on a real physical structure.

This work has been supported by the agency for science, research and gender equality of the city of Hamburg (BWFG, Behörde für Wissenschaft, Forschung und Gleichstellung).

During this four-year project, we want to gain new insights in the early process of crack formation through VAM and try to improve the method’s prediction capabilities using artificial intelligence. To finally develop a prototype of a WSN on a real structure, we will also work on applying and improving methods from the fields of energy harvesting and transient computing.

In the remainder of the paper, we briefly introduce the VAM method and the underlying principles in Section II. Section III will explain the research questions related to WSNSs that need to be addressed during the project. Further, we will give an overview of our first steps in Section IV and lay out planned work for the future in Section V.

II. VIBRO-ACOUSTIC MODULATION

The VAM-method uses two sinusoidal signals which are applied to a solid specimen under test (SUT) simultaneously and continuously. The first signal, which we refer to as the modulating signal \(X_\Omega\), has a low frequency \(\Omega\), and a high amplitude \(A_\Omega\). The other signal, which we refer to as the carrier signal \(X_\omega\), has a much higher frequency \(\omega\) and a much lower amplitude \(A_\omega\).

In a specimen with perfectly linear material behavior, we would only observe a superposition of the two signals and the power spectrum of the resulting signal \(Y\) will consist of two bars only (see Fig. 1, left). However, in the presence of defects with nonlinear stiffness properties, e.g. cracks (whose contact area, and thus stiffness, will be varied by the modulating signal), additional sidebands will evolve in the power spectrum at frequencies \(\omega \pm \Omega\) (see Fig. 1, right). In other words, a modulation of the carrier signal will be observed.

The modulation of the carrier correlates with the presence and growth of fatigue damage [3]. Figure 2 shows a power spectrum observed in an aluminum specimen after 4000 load cycles. The sidebands at \(\omega \pm \Omega\) can clearly be seen and the modulation index is visualized. The exact setup of the experiment is described in Section IV-A.

To measure the intensity of modulation, the Modulation Index (MI) [2] can be calculated from the power spectrum. MI gives the ratio of the Carrier-Amplitude and the Sidebands-Amplitude in dB (see Fig. 2).
Recent research in [2] suggests analyzing the modulation of the carrier in the time domain instead of the frequency domain. This approach might allow the separation of different modulation types, such as amplitude modulation (AM) and frequency modulation (FM), leading to superior evaluation techniques for VAM that are yet to investigate.

III. RESEARCH CHALLENGES

To take VAM from the laboratory to a structure in the real world, several limitations still have to be overcome: Knowledge about the influence of specimen geometry, boundary conditions, sensor positioning and structural (not defect-related) nonlinearity on the methods reliability is still largely lacking. A further major challenge is the current lack of an efficient sensor network. It is the latter challenge that will be primarily addressed in this article.

In general we assume to have many nodes that record the modulated signal $Y$ in different locations on the structure, while one of the nodes will be generating $X_\Omega$. Because of the advantages mentioned in Section I, we aim to build self-sustained nodes and use wireless transmission of results to a base station.

### A. Signal Creation and Sensing

Both the generation of $X_\omega$ as well as the sensing of $Y$ happen in the same frequency range since $\omega \gg \Omega$. In [3] $\omega$ is in the order of 100 kHz. The exact frequency is chosen by performing a sweep over a range of frequencies and choosing the one that yields the biggest amplitude in $Y$, which is one resonance frequency of the SUT. Piezoceramic discs can be used both for exciting the material as for sensing in this frequency range. We have conducted first experiments with aluminum specimen, where we observed a strong response $Y$ when applying $X_\omega$ with a resonant $\omega$. However, it is still an open question how this scales with bigger dimensions and more complex geometry of the SUT.

Generating the vibration $X_\Omega$ in the structure is more challenging. In previous studies in [3] and [2] it has been chosen to be as low as 10 Hz. Moreover the amplitude of the vibration $A_\Omega$ effects the intensity of the modulation that we wish to measure [4]. Hence, a high $A_\Omega$ is preferable to produce a strong modulation. Unfortunately, this demands an amount of energy that is hard to supply with a self-powered embedded system. Therefore, we plan to use the vibrations that are already present in the structure. Recent studies in [9] and [5] report vibrations introduced into bridges by passing traffic peaking in the range of 3 Hz to 20 Hz and persisting for several seconds. However, these vibrations are significantly different from the laboratory conditions since they are not a sinuousoidal wave at a single frequency. They vary in frequency and amplitude depending on the traffic. The exact effect of a varying $X_\Omega$ on $Y$ has to be investigated to reach comparable modulation indexes over multiple measurements.

### B. Low-Frequency Detection and Synchronization

As discussed in Section III-A we rely on naturally occurring vibrations in the structure as $X_\Omega$. To avoid performing unusable measurements and wasting energy, we hence need to reliably detect a vibration that is strong enough to produce significant modulation on $X_\omega$ in the presence of defects. Only then it makes sense for a sensor node to generate $X_\omega$. Since these vibration events only last for a short time and are clearly irregular and potentially rare, an energy conserving mechanism has to be employed to detect the presence of a sufficiently strong vibration without actively and constantly checking. Further, due to the dependence of the modulation on the vibrations amplitude, $A_\Omega$ has to be measured or estimated.

In the same way the sensors recording $Y$ need to know when to start their recording of the signal. Therefore, also an energy conserving way needs to be developed for the generating node to trigger the recording at the receiving nodes.

### C. Computation and Networking

Requirements for communication between nodes and between nodes and a base station strongly depend on the features that are chosen to assess structural integrity. Ideally, features, e.g., the modulation index can be extracted already on the node, which would drastically reduce the amount of data that has to be transferred from the nodes to the base station. If, however,
more complex algorithms prove to be superior in assessing structural integrity, transfer of the whole time series to the base station might be necessary. This requires higher data rates and increases the energy demand of the nodes compared to single features.

In any case, the recording nodes need to transmit their results to a base station, where they can be processed and finally inspected by maintenance personnel. This base station does not need to be permanently available, but could also be just a maintenance car, that drives by the structure in irregular intervals and checks the current state of the structure.

D. Energy Harvesting

Since the sensor nodes will be distributed across the structure, they may be on hard to reach places. Therefore, self-powered nodes are beneficial to lower maintenance cost. In general, the application is well suited to energy harvesting, since the defects in the structure are expected to arise slowly over long periods of time. Therefore, duty cycling with long charging periods is tolerable.

The described method is relying on naturally occurring vibrations, which makes vibrational energy harvesting an appealing possibility. In case of highway bridges, [7] and [5] have reported average power of vibrational energy harvesting between 300 µW and 660 µW in high traffic times, and [9] even reports peak power of 12.5 mW. Unfortunately the real energy requirement of the application will only become clear during the project runtime as we answer the open research question. Thus, we cannot say yet if vibrational energy harvesting alone will be sufficient. In any case, also solar or wind can be taken into account as energy sources; however, this would either limit the places where the sensors can be deployed on the structure or require more cabling to mount the solar cells or wind harvesters in more appropriate locations.

IV. PRELIMINARIES

A. Reproduce VAM Method

To reliably reproduce the results from [3], we set up an experiment with an aluminum specimen in a tensile testing machine sketched in Fig. 3. The specimen has a notch in the middle to predetermine the cross-section of fatigue failure. Two piezoceramic discs were attached to the probe using an epoxy adhesive. A signal generator and an amplifier are used to produce \( X_\omega \) with amplitude \( A_\omega = 50 \text{ V}_{pp} \) and frequency \( \omega = 184 \text{ kHz} \). At the same time, the tensile testing machine generates \( X_\Omega \) by applying a periodical tensile force between max. 1.25 kN and min. 0 kN with \( \Omega = 20 \text{ Hz} \) to the specimen. Finally, an oscilloscope is used to record the voltage \( Y \) produced by the other piezoceramic disc.

Using this setup, we conducted experiments applying a number of load cycles with the tensile testing machine and performing a measurement every 2000 load cycles. Then we calculated MI from the measurement as described in Section II. Figure 4 shows MI vs the number of load cycles.

A strong increase can clearly be seen in the last 8000 load cycles before the specimen finally broke after 39 000 cycles.

Fig. 3. The experiment setup. Two piezo discs are applied onto an aluminum specimen with a predetermined breaking point. One to generate the carrier signal \( X_\omega \), and one to measure the modulated signal \( Y \) in the specimen.

Fig. 4. The modulation index MI in our experiment increased strongly during the last 8000 load cycles. The specimen broke after 39 000 cycles.

B. Low-Frequency Detection

To monitor the structure under test for low-frequency vibrations, we have constructed a low-power sensor, that can wake up a microcontroller from sleep mode in the presence of a sufficiently strong vibration \( X_\Omega \). It basically consists of a small vibrational energy harvester with a circuit to detect an increasing charge on a capacitor.

As voltage source, we have used a cantilevered piezo stripe. This resembles a spring-mass-damper system, which can be tuned for certain resonance frequencies [6] by varying weight and lever length. However, as [1] shows, the efficiency of vibrational energy harvesting in resonance is inversely proportional to the cube of the resonance frequency \( \omega_0 \). Therefore, even if the structure under test has a resonance frequency under 10 Hz, the power yield of our system is bigger, if tuned to higher frequencies. Also, to harvest enough energy despite the lower frequencies, bigger amplitudes of the cantilever and a greater weight have to be employed, which results in bigger dimensions. Our prototype is shown in Fig. 5. By manual optimization we settled with a weight and lever length tuning the system to approximately 27 Hz.

Figure 6 shows the circuit used for harvesting inspired by [8]. A bridge rectifier is used to load the capacitor \( C_1 \). Since the piezo only produces small voltages in the range of...
a few hundred mV, we use Shottky-diodes, which are best suited for this application due to their low forward voltage drop [11]. When vibration increases and the voltage $V_1$ rises, $C_2$ is charged over $R$. A comparator is used to detect the voltage drop across $R$ and produces a logic one while current is flowing into $C_2$. Whenever vibration decreases, $V_1$ will drop. This happens due to the reverse leakage current of the diodes in the rectifier. In this case, the current will flow inversely from $C_2$ to $C_1$ and the voltage drop over $R$ will also be inverted and the comparator will output a logic zero. This circuit has the advantage that it adapts to constant low vibration level and only triggers when the vibration rises over the usual level. The comparator output $T$ can then be used to wake up the sensor node from a low-power mode, once vibration is sufficient.

The comparator is an active element that constantly draws current. However, using an ultra-low power device such as the TS882 [10], the typical active current is only 220 nA. For comparison, a low-power microcontroller already draws currents in the range of several microampere in sleep mode. Therefore, this detection mechanism is much more energy-conserving than actively measuring the vibrations, even when duty cycling.

The sensitivity and rise time of the trigger can be tuned by the parameters $C_1$, $R$ and $C_2$. The only hard constraint to the sensitivity is the hysteresis of the comparator, which has a maximum specified value of 4.2 mV.

V. Future Work

Starting from our experimental setup, in which we reproduced the VAM method, we are currently exploring ways to limit the energy demand of the method. First tests with an oscilloscope suggest that such high signal strengths are not necessary. With a $1.6 \, V_{pp}$ excitation on the transmitting piezo, we could record a clear signal on the receiving piezo. It is still an open question, how well this scales with bigger and more complex specimens under test. Also, we will investigate, how long the bursts of the signal need to be in order to produce reliable results.

As discussed in Section III-B, a way of synchronization is needed for the sensor nodes to notify each other about the start of an acoustic emission. Instead of using a low-power radio one can reuse the piezos for notification. Once a node is ready to start an emission, it can just generate a small burst of a high-frequency acoustic signal. In the same manner as the low-frequency detection in Section IV-B, the receiving nodes can employ a small harvester to produce an interrupt using their piezo discs. It has to be examined, however, how much energy this method demands and how this compares to traditional low-power radio.

Furthermore, tests must be conducted using the vibration detector on real structures like railway and highway bridges to evaluate how the parameters must be tuned in different scenarios to achieve the robustness and sensitivity needed.

REFERENCES

A DTLS Abstraction Layer for the Recursive Networking Architecture in RIOT

M. Aiman Ismail, Thomas C. Schmidt
Internet Technologies Group, Dept. Informatik, HAW Hamburg, Germany
{muhammadaimanbin.ismail, t.schmidt}@haw-hamburg.de

Abstract—On the Internet of Things (IoT), devices continuously communicate with each other, with a gateway, or other Internet nodes. Often the nodes are constrained and use insecure channels for their communication, which exposes them to a selection of attacks that may extract sensitive pieces of information or manipulate dialogues for the purpose of sabotaging.

This paper presents a new layer in the RIOT networking architecture to integrate secure communication between applications using DTLS seamlessly. The layer acts as a modular abstraction layer of the different DTLS implementations, enabling swapping of the underlying implementation with just a few lines of code. This paper also introduces credman, a new module to manage credentials used for (D)TLS connections.

I. INTRODUCTION

Security is an important part when communicating through the Internet. Although knowing that without proper security practices, bad actors could break into our network infrastructures and cause severe damage to parties involved, there are still numerous devices, IoT appliances in particular, that expose themselves to the Internet without having any proper security measures in place.

Datagram Transport Layer Security (DTLS) [1] is a protocol for traffic encryption on top of UDP [2]. It is based on the concepts of TLS [3] and provides equivalent security guarantees. DTLS guarantees reliable transport during the handshake process but maintains UDP transport properties during application data transfer. The protocol is deliberately designed to be as similar to TLS as possible, both to minimize new security inventions and to maximize the amount of code and infrastructure reuse.

RIOT [4] is an open-source real-time OS, based on a modular architecture built around a lightweight micro-kernel, and developed by a worldwide community of developers. The modular approach enables easy prototyping and development to test new ideas and deploy applications. Its default network stack GNRC follows a cleanly layered, recursive design that easily allows for stacking and exchanging protocol layers or implementations.

In this paper, we describe how we built the DTLS abstraction layer on top of existing components in the RIOT networking architecture. This layer provides an API that can be implemented using third-party DTLS libraries. It is designed to be independent of the underlying DTLS implementation, therefore allows the DTLS stack to be exchanged without altering the applications that use it. We also introduce a new RIOT module credman to manage the credentials used for the handshake.

The remainder of this paper is structured as follows. In Section II, we introduce the existing networking stack of RIOT. In Sections III, we describe the new secure network stack, and Section IV presents experiments that assess its performance. In Section V, we conclude with an outlook on future work.

II. RIOT NETWORKING SUBSYSTEM

The RIOT networking subsystem is designed to follow a modular architecture with clean interfaces for abstracting all layers [5]. This facilitates the creation and integration of new protocols, different implementations, or additional layers such as a new encryption layer to the existing stack. It consists of two external APIs netdev, sock, and a single internal API for communication between layers, netapi. It is noteworthy that the RIOT networking subsystem simultaneously supports multiple interfaces with different protocol stacks, which makes it capable of running gateway services. An architectural overview is visualized in Figure 1.
**The Device Driver API: netdev.** Individual network devices in RIOT are abstracted via `netdev`, which allows networking stacks access to the devices via a common, portable interface. `netdev` remains neutral in that it does not enforce implementation details regarding memory allocation, data flattening, and threading. These decisions are delegated to the users of the interface.

**The Internal Protocol Interface: netapi.** Internal protocol layers in the RIOT networking subsystem can be recursively composed via the `netapi` interface. The interface is kept simple so that even an exotic networking protocol could be implemented against it. Messages passed between layers are typed as following: two asynchronous message types (MSG_TYPE_SND, MSG_TYPE_RCV) and two synchronous message types (MSG_TYPE_GET, MSG_TYPE_SET) that expect a reply with the type MSG_TYPE_ACK. No further semantic is built into the messages of `netapi`, but certain preconditions on packets or option values handed to `netapi` can be set as requirements to implement more complex behavior that goes beyond these plain specifications.

**The User Programming API: sock.** This module provides a network API for applications and libraries in RIOT. It provides a set of functions to establish connections or send and receive datagrams using different types of protocols. In comparison to POSIX sockets, `sock` does not require complex and memory expensive implementation and therefore more suited for use in constrained hardware. Only common types and definitions from either libc or POSIX are used. This ensures that `sock` is easy to port to other target OS.

**GNRC** is the native IPv6 networking stack for RIOT. It takes full advantage of the multi-threading model supported by RIOT to foster a clean protocol separation via well-defined interfaces and IPC. Each network protocol is encapsulated in its own thread and uses RIOT thread-targeted IPC with a message queue in each thread to communicate between layers. Other stacks that introduce different networking protocols such as ICN also integrate via the same interfaces. Various experimental evaluations and benchmarks [5], [6] have proven the feasibility and efficiency of this flexible approach to networking in RIOT.

### III. INTRODUCING THE SECURE NETWORK STACK

The modular nature of the existing GNRC stack allows for an easy extension by adding DTLS at the top while maintaining its modularity. We introduced two new modules `credman` and DTLS sock (see Figure 2).

*`credman`* is a module to manage credentials used in (D)TLS encryption protocols. Credentials registered with the system are identified by using the tuple of the int-based tag `credman_type_t` and the credential type `credman_fog_t`. This in combination with the DTLS sock API allows users to register multiple credentials of the same type, which can be the case if the nodes are communicating with multiple other nodes simultaneously and each node uses different credentials for authentication. `credman` does not copy the credentials into the system memory. It only has information about the credentials and points to the location of the credential itself, which can be stored in protected regions of the memory. Users have to ensure that a credential is available at the location given to `credman` during the lifetime of their application.

We defined a new `sock` type — `sock_dtls`. It is designed to mimic the behavior of UDP sock as closely as possible so that integrating it into existing applications can be done with little changes. By adding a line in the Makefile, users can choose which underlying DTLS implementation to use. Swapping to a new DTLS implementation is done by specifying the corresponding implementation in the Makefile. Through this mechanism, testing and evaluation of DTLS implementations can be performed without altering the application.

Figure 2 summarizes the integration of the DTLS abstraction layer with the existing network stack in RIOT. Currently, RIOT only has support for tinyDTLS, but there is ongoing work to add support for wolfSSL.

The procedure to set up a DTLS server can be summarised as follows:

1. Register credentials available for use
2. Create the UDP sock for the transport layer
3. Create the DTLS sock
4. Start listening for incoming datagram packets
5. Start sending and receiving datagram packets

Listing 1 and Listing 2 shows a simplified code for a secure echo client using DTLS sock and tinyDTLS respectively.

```
int main(void) {
  credman_credential_t credential = (...);
  credman_add();
  sock_udp_create();
  sock_dtls_create();
  sock_dtls_session_create();
  int res = sock_dtls_send();
  if (res > 0) {
    sock_dtls_recv();
  }
}
```

Listing 1. DTLS sock code example

---

1. [https://projects.eclipse.org/projects/iot.tinydtls](https://projects.eclipse.org/projects/iot.tinydtls)
2. [https://github.com/RIOT-OS/RIOT/pull/10308](https://github.com/RIOT-OS/RIOT/pull/10308)
3. [https://www.wolfssl.com](https://www.wolfssl.com)
static int _write() {...}
static int _read() {...}
static int _psk() {...}
static dtls_handler_t cb = {
.write = _write,
.read = _read,
.get_psk_info = _psk,
};

int main(void) {
    dtls_context = dtls_new_context();
    if (new_context)
dtls_set_handler(new_context, &cb);
    sock_udp_create();
    dtls_connect();
    int res = dtls_write();
    if (res > 0) {
sock_udp_recv();
dtls_handle_message();
    }
}

Listing 2. TinyDTLS code example

IV. EXPERIMENTS AND EVALUATION

We are now ready to validate our concept and assess the performance of our implementation. We compared DTLS sock with tinyDTLS and UDP sock and examine the metrics CPU overhead and goodput during the transmission of payloads, memory consumption as well as lines of code (LOC) needed. All measurements were performed on samr21-xpro boards positioned side-by-side over the 802.15.4 wireless radio network [7] with 6LoWPAN encapsulation and header compression [8].

We wrote three versions of a client and a server program that sends packets of increasing payload sizes from the client to the server while recording the time taken to transmit the packets. The first version uses tinyDTLS directly while the second version uses our new DTLS abstraction layer DTLS sock with tinyDTLS. The third version employs no encryption layer but uses RIOT UDP sock API sock_udp to transmit the packets and acts as a controlling baseline.

The test was set up as follows unless stated otherwise. The server is instantiated to listen for new connections and receives packets from clients. For each received packet, the payload size is logged into a file. On the client, two metrics are measured: the time taken to process a packet for the full network stack, that is (1) DTLS, UDP, IP, 6LoWPAN, MAC, and auxiliary components, and (2) the time taken to process only the DTLS part of the transmission, which starts from accepting the packet from the user and encrypting it using specified keying materials to just before passing it to the UDP layer for further processing. The test is run with payload size ranging between 25 Bytes and 300 Bytes in 25 Bytes intervals. Each configuration is repeated 5000 times with averages and standard deviations recorded in the following diagrams.

CPU Overhead. Figure 3 depicts the CPU overhead during packet transmission. The test program using DTLS sock and tinyDTLS need approximately the same average processing time per packet with DTLS sock being slightly higher. The extra overhead when adding an abstraction layer is expected as a tradeoff for faster prototyping time and ease of use, which in this case is virtually negligible. The steps-shaped line for the full-stack processing can be attributed to the fragmentation of packets by the underlying 6LoWPAN layer when certain size limits are reached. Comparison of the times taken to process only the DTLS layer shows an almost linear line of the processing time with increasing payload size, and again, there is only a little difference between the values. This indicates that our DTLS sock abstraction layer comes at negligible processing overhead.

Goodput. The average goodput is shown in Figure 4. It follows the same trend with the DTLS sock version admitting approximately the same performance values as the tinyDTLS version. These results not only indicate a picture consistent with processing but also confirm the robustness of our interface layer.
the total LOC of the user application by about 150 lines. Due to the stack-agnostic nature of the DTLS sock, the user can focus on their applications instead of learning how to use a particular DTLS stack each time they want to test a new stack.

V. CONCLUSION AND FUTURE WORKS

In this paper, we introduced and analyzed the new DTLS abstraction layer designed to be modular and easy for integrating into existing applications. We demonstrated that the tradeoff between performance and ease of use is well acceptable for typical use cases. Leveraging a clean and implementation-independent interface, we increased the portability of applications and also the maintainability of upper layer protocol implementations such as CoAP [9] over time.

In the future, we will work on implementing a DTLS profile for authentication and authorization for the constrained environment, such as [10] to provide a framework for a secure network infrastructure. The integration of DTLS sock in upper-layer protocols such as the RIOT gcoap is also on our schedule.
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Abstract—Most electrical appliances exhibit characteristic power consumption patterns, so called load signatures, during their operation. Through the application of signal processing and machine learning, these characteristics can be extracted and subsequently leveraged to identify appliance activities, their modes of operation, and even the impending need for maintenance. A research domain that has not yet experienced extensive activity, however, is to what extent a correlation between appliance activity and ambient conditions exists. In other words: Do appliances exhibit characteristic features in non-electrical domains (e.g., temperature, vibration, sound, magnetic field, etc) during their operation and/or when state changes happen? In order to accelerate the research activities in this field, we present a data collection setup to investigate these dependencies in detail. Our test bench facilitates the collection of electrical voltage and power samples while enabling a variable amount of ambient features to be captured using wireless sensing devices. By enabling the analysis of dependencies between electrical and ambient sensor data, we foster the creation of improved energy data analysis methods. We show that our data acquisition test bench is capable of creating a time-synchronized data set, comprised of ambient data and energy measurements at high sampling rates.

I. INTRODUCTION

Since the publication of George Hart’s seminal work on non-intrusive load monitoring (NILM) in 1985 [1], research activities to extract and utilize the information content in electricity consumption data have seen an almost exponential increase. Data sets to train and test such algorithms have been collected by research teams around the globe. A commonality of virtually all data sets in this domain (e.g., [2]–[4]) is their exclusive focus on purely electrical features, mostly voltage and current readings, or electrical power as the product of both. Only a few data sets provide additional annotations, e.g., occupancy information [5], user-generated events [6], or user activities [7]. This emphasizes the prevailing assumption that electrical features are the primary phenomena to capture when trying to infer more details about appliances. In fact, only very few works have determined to what extent appliance activity can be sensed without relying on electrical data, e.g., through appliances’ acoustic signatures [8], [9]. This is surprising, given that the great potential of data set annotations was determined in [10], [11], and the practical cases in [12]–[16] confirm how appliances’ ambient information can be further exploited. Still, no existing data set features comprehensive annotations by ambient conditions and metadata, in order to facilitate such research activities.

This has motivated us to create a versatile test bench for the simultaneous collection of electrical consumption data and ambient conditions. It combines the accurate collection of energy-related features (through the use of dedicated measurement hardware) with an extensible sensor network to capture ambient information in the required detail. The test bench facilitates the collection of comprehensive data sets, which in turn allow for the development of improved NILM approaches. For example, a better disambiguation can be achieved between a kitchen light and a ceiling light fixture with similar power consumption by correlating their operation with measurements of light intensity, light temperature, or the user’s currently pursued activity. Our practical implementation of the test bench is shown in Fig. 1.

Our test bench allows researchers to capture both short-term appliance operation data (like in PLAID [17], where only appliance start-up transients of a few seconds length have been captured) as well as long-time traces (like in AMPds [18], which spans several months). It is easy to replicate due to its reliance on commercially available devices, and represents a valuable tool to accelerate research in NILM and other energy-centric research fields. We discuss its architecture and the hard- and software design decisions in Sec. II. Subsequently, we demonstrate the system’s practical use in Sec. III. We conclude our paper in Sec. IV.

Fig. 1. Practical setup of the data collection test bench.
II. SYSTEM OVERVIEW

In order to enable accurate energy data analysis, both the mains voltage and the current flowing into an electrical appliance must be sampled at a high temporal and amplitude resolution. Moreover, in order to enable the investigation of dependencies between ambient conditions and energy consumption, corresponding contextual data must be recorded. Thus, the following three design decisions need to be made:

1) Suitable transducers to capture voltage and current signals need to be carefully selected,
2) Sensors for the ambient conditions must be chosen and their integration must be catered for, and
3) Collected data must be consolidated and stored in a scalable and time-synchronized manner.

We discuss our design considerations and the practical realizations of each of these aspects as follows.

A. Sensing Electrical Quantities

In order to collect an electrical appliance’s load signature, the voltage across its terminals as well as the current it consumes must be synchronously captured. Through their multiplication, the appliance’s demand for real, reactive, and apparent electrical power over time can be extracted. To support a wide range of sampling frequencies and ensure accurate readings, we have relied on a USB oscilloscope to collect electrical load signatures. Since the scientific community has not yet converged to an optimum sampling rate for appliance detection, we have decided to use a default sampling rate of 40 kHz, which was already highlighted as a meaningful design choice by Armel et al. in [19] and is in-line with approaches presented recently [20]. The system has been developed to allow for later changes of this setting. Our data acquisition unit for electrical quantities is comprised of the following components:

- **PicoScope 4444**\(^1\) with a maximum sampling rate of 256 MS/s, a bandwidth of 20 MHz and an amplitude resolution of 14 bit.
- **PicoConnect 442** voltage probe with a measurement range up to 1000 V and a signal bandwidth of 100 MHz.
- **PicoConnect TA300** current probe with a measurement range of up to 40 A AC/DC and a signal bandwidth of 100 kHz.

\(^1\)www.picotech.com/download/datasheets/picoscope-4444-data-sheet.pdf

The electrical data acquisition setup is schematically shown in Fig. 2, where voltage and current probes are directly connected to the power inlet of the device-under-test (DUT). The diagram also highlights the presence of a PC that controls the USB oscilloscope and stores its readings using the CSV file format.

B. Ambient Context Sensing

To enhance the collected electrical consumption data by the ambient conditions at the time of collection, we use a modular sensing system setup. Only two sensor types are hard-wired into the system in order to collect ground truth information from the electrical appliance: A USB microphone and a USB camera. The stereophonic two-way (front and rear) microphone is being used to capture all acoustic emissions appliances exhibit during their operation. The USB webcam is mounted on a movable arm in order to allow for its free positioning to capture all user interactions with the DUT. Streams of both sensor modalities are recorded in their native formats (WAV and MPEG4, respectively).

Besides the wired sensor devices, a wireless sensor network gateway is attached to the computer to allow for the modular extension of the sensing setup by additional modalities. We have specifically chosen to use wireless devices in order to enable their free placement on and around the DUT, e.g., to monitor the temperature inside a refrigerator or capture button presses. Our wireless sensors are based on the Zolertia RE-Mote platform [21] and rely on 6LoWPAN to communicate over the IEEE 802.15.4 standard in the 2.4 GHz ISM band. The actual interfacing to the data provided by physical sensors is implemented based on the CoAP protocol [22], as part of the Contiki operating system. This choice of service abstraction makes a later addition and removal of sensor services easily possible, and caters to the long-term operability of our system.

Each wireless node implements a CoAP server which offers resources (through URIs) for all attached physical sensor devices. Through CoAP’s auto-discovery feature, available resources are identified by the controlling system before a data collection process is started. CoAP allows two different methods (GET and OBSERVE) to be used to obtain sensor data from wireless devices. Currently, the OBSERVE method is being used to obtain data from all connected sensors, at a polling rate of 1 Hz. The actual data exchange is performed via a 6LoWPAN edge router, which forwards wireless sensor data to the computer, shown in the left-hand part of Fig. 2.

C. Data Storage and Postprocessing

A set of scripts has been developed to concurrently capture all data streams and write their data to the PC’s disk storage. By annotating all recorded data streams with the computer’s local timestamp, their tight time synchronization is guaranteed. Delays of up to 1 s are, however, experienced for events from the wireless sensor network, which are only polled periodically from all wireless sensors. While the wireless nature of the communication channel does not provide real-time guarantees, practical testing (cf. Sec. III-C) has still shown events to be recorded in a timely manner.
All data are stored without any further postprocessing applied to preserve their characteristics in full. We thus leave it up to the individual researcher to define the postprocessing needs, e.g., the application of different mathematical operations [23], [24] or the extraction of features for their use in conjunction with machine learning algorithms. We would also like to note that the video recording is only supposed to be a reference for the easier interpretation of the other captured values. This way, events collected from electrical, acoustic, and ambient parameters can be correlated more easily with the actual appliance operation and possible user interaction.

III. PRACTICAL USE OF THE TEST BENCH

After having introduced the design rationale of our data collection test bench, we share some insights from its practical operation next. We use an electric water kettle as the DUT.

A. Step-by-Step Operation Sequence

The following steps are needed to record traces for the DUT.

1) Sensor Choice and Installation: Considerations need to be made regarding the potential sensor data streams of interest. In our case, by way of example, we consider temperature and humidity changes above and on the side of the kettle, as well as changes to the electromagnetic field and the luminosity surrounding the kettle. Thus, two wireless sensors are deployed: One that is mounted above the kettle to monitor temperature and humidity, and a second one that logs the electromagnetic field, brightness, temperature, humidity, as well as when users press the activation button. Corresponding CoAP resources have been implemented in Contiki, such that their automatic identification is facilitated.

2) Connect the Device-under-Test: Once all sensors have been configured, the DUT is placed on the test bench and the wireless sensors are brought into position. Flexible mounting options (such as visible on the right of Fig. 1) help to keep the wireless devices in place. Besides the wireless sensors, both camera and microphone are positioned to capture signals accurately. Lastly, the power plug of the DUT is attached to mains power via the oscilloscope.

3) Conduct the Measurement: Our sensing setup allows the sampling rate and resolution of the oscilloscope to be defined (if they deviate from the default rate of 40 kHz). Once all configuration settings have been defined, the actual data collection process is initiated. The measurement scripts on the computer contain an initial waiting time that is required to initialize and stabilize the readings of all sensors; in practice, this takes up to 10 s. Once this time has elapsed, the user can interact with the DUT like during regular operation (i.e., start its operation and provide further input as relevant) in order to collect its load signature.

4) Stop the recording: Many appliances operate according to an internal state machine [1]. Thus, their operational sequence terminates after all relevant operational phases have completed. Once the appliance’s operation has terminated and no further data shall be recorded, the user can stop the recording. This triggers all data file streams to be closed, such that the data are available for further processing.

B. Sample Measurements

We show results from a run of the water kettle in Figs. 3 and 4. To unify the view of all different measured entities (including temperature, relative humidity, environmental brightness, and others), we present a graphical representation of the data in Fig. 3. Note that video content is not shown in the figure, since the camera is only meant to provide a visual ground truth for manual annotation. The left y-axis represents the range of the values of the environmental sensors (uncalibrated), whereas the right y-axis relates to the electrical power data (visible in the top of the graph). The total duration of the experiment was 180 s.

The impact of the operated electrical appliance on the ambient parameters becomes visible from the graph in several aspects: First, presses on the kettle’s power button (happening at time offsets 2, 73, 87, and 175 of the recording) indicate the user interaction with the device. It also becomes apparent that one event was missed (at time offset 154) due to unknown reasons. Second, the electrical power consumption, visible in the top of the diagram, varies between fully active operation (500 W to 2000 W) and inactivity (0 W), depending on the user interaction with the water kettle. Third, the humidity level rises towards the end of a water boiling process because of the steam evaporating from the opening. Fourth, a higher temperature can also be observed above the kettle as the water heating process evolves. Lastly, the remaining environmental sensors maintain stable values given their unrelatedness to the kettle’s operation.
C. Event synchronization

An accurate synchronization between events is crucial to correctly interpret the collected multi-modal sensor data streams. To confirm the degree of synchronization of logged events, we zoom in on the sensor streams for the time frame between 85–87 seconds after the recording has been started. The results are illustrated in Fig. 4 and show the corresponding data except during which the button of the kettle is pressed and the corresponding change to active power is observed. Besides the electrical power intake, the user button’s action and the amplitude of the signal recorded from the microphone is shown. Although the three elements do not match exactly in the time step where the kettle is turned on, the time difference between events is below 100 ms, which can be considered close enough for many aspects of energy data analysis. It needs to be noted, however, that the periodic polling of CoAP services may introduce delays of up to 1 s.

IV. CONCLUSIONS

Most data sets that have been released to be used in conjunction with NILM feature only measurements of electrical voltage and current, or appliance power consumption. However, many ambient conditions are directly influenced by appliance operation. Such dependencies cannot be resolved using currently available data sets because ambient information is generally not provided alongside the electrical data. We have therefore presented a system that has the capability to record both electrical and non-electrical sensor data with a high sampling rate. Through the use of an extensible wireless sensor network based on the CoAP protocol, the integration of sensors for various modalities is simplified. Data collected using our test bench can be used to improve disaggregation algorithms to detect appliances from the overall usage and thus foster future developments. An open question that remains to be resolved in future work is the further processing of collected data. Software to automatically extract relevant features from the multi-modal sensor streams is required to simplify and unify the data analysis process, and reduce the need for human interaction to a minimum.
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Abstract—Haptic Communication will be an integral part of the future Tactile Internet. While IEEE 802.11 (WiFi) networks achieved an outstanding market penetration to the day, their readiness to stand the upcoming requirements for Haptic Communication services are yet to be proven. We discuss the major problems that arise in IEEE 802.11 networks for Haptic Communication and propose a linear modeling approach that is capable of median latency prediction, which is one of the key Quality of Service (QoS) properties.

Index Terms—Haptic Communication, Wireless Multi-Hop Networks, Carrier Sense Multiple Access, Tactile Internet

I. INTRODUCTION

The idea of the Tactile Internet[1] is to enable low-latency, high-resolution and highly available services for human-to-machine and machine-to-machine interaction. Through the availability of a respective core network infrastructure, applications can exchange data at the high rates necessary for tactile sensors and actuators. Packet rates of 1 kHz at a maximum latency of 1 ms are required to support those applications, for example Networked Control Systems (NCSs), teleoperation, telepresence, and Haptic Communication. Tactile Internet Applications currently evolve around the upcoming mobile communication standard 5G, which is a promising candidate to fulfill these requirements. Since 5G will support Device To Device (D2D) functionality, it will introduce a multi-hop characteristic in addition to its otherwise cellular nature. However, this fact is rarely covered in literature.

Although 5G may revolutionize many aspects of mobile communication, and it also offers many different services for various applications, it may not replace all present communication standards. IEEE 802.11, for example, mainly succeeded in consumer-grade as well as non-real-time business use cases because of its simplicity, low hardware cost, utilization of freely available radio spectrum and excellent configurability. It also has a significant market penetration. As of 2019, the WiFi-Alliance estimates 13 billion WiFi devices worldwide, with 4 billion shipping in 2019 alone [2]. For Haptic Communication one therefore has to take into account potential IEEE 802.11-based multi-hop networks on the network path, which make it hard to predict latency behavior.

In this paper, we discuss problems regarding Haptic Communication in Wireless Multi-Hop Networks (WMHNs) and propose a solution through probabilistic modeling, rather than calculating with absolute worst-case timing guarantees. We find that the latter approach is not suitable for IEEE 802.11 ISM-band technology as the rather unpredictable Carrier Sense Multiple Access (CSMA) with Collision Avoidance (CSMA/CA) Medium Access Control (MAC) scheme is dominant on these frequencies. We propose a linear modeling approach that we evaluate on a large-scale simulated IEEE 802.11 network. The model is able to predict median latencies at a network utilization of about 29.4% in our simulation experiment. Although it is not suitable for hard real-time applications, this preliminary idea may be suitable for consumer-grade applications like haptic teleoperation or telepresence.

The rest of this paper is structured as follows. Section II gives an overview of related work on modeling approaches. Section III exposes the problems that arise in prediction of certain network parameters. Section IV proposes a simple linearized model. In Section V, we show experimental evaluation on this model, and Section VI concludes the paper.

II. RELATED WORK

There is some scientific work regarding throughput prediction in WMHN. Stojanova et al. [3] proposed a model for throughput of CSMA-based infrastructure networks derived from the network’s conflict graph, which can be determined at run-time. Frohn et al. [4] propose another throughput model by taking multi-hop communication and frame aggregation into account. Throughput models are suitable, for example, for load-based assessment of network capabilities. However, latency predictions can be made only indirectly. Zocca et al. [5] propose a delay model for infrastructure networks that is derived from the stochastical hard-core model. None of the aforementioned models focus on Haptic Communication specifically. In our previous work [6], we showed that IEEE 802.11n networks are already capable of transmitting haptic flows within three hops while maintaining mean delay constraints. To achieve this, we proposed an extension to the Enhanced Distributed Channel Access (EDCA) mechanism in order to reduce delay.

III. BACKGROUND AND PROBLEM EXPOSITION

IEEE 802.11 networks are based on the CSMA medium access scheme which is originally based on works of Kleinrock and Tobagi from the 1970s [7]. It is a decentralized scheme as nodes do not need to register at a central coordinator such
as the Access Point (AP), which strongly supports scalability, robustness against node failure, mobility and provides some intrinsic self-X properties as self-configuration and self-optimization. A big advantage, which falls into the latter category, is its ability to exploit spatial reuse [8]. Spatial reuse describes the capability of nodes that are far enough apart from each other to actually be able to send at the same time. It is an ability that is otherwise only achievable in mobile communication standards involving a high amount of configuration and management overhead. CSMA is based on random access, where a collision is detected by the receiving node by means of a checksum. Failed transmissions are repeated following a persistence scheme which is either 1-persistent, non-persistent or p-persistent.

The simplicity also comes with drawbacks. The QoS requirements of Haptic Communication demands high availability, low latency communication services, which IEEE 802.11 cannot provide, as mentioned earlier. However, there have been some amendments issued to address these issues. 802.11e (2004) includes the EDCA and Hybrid Control Function Controlled Channel Access (HCCA) channel access modes that introduce differential services for prioritization of QoS classes like voice, video, or background. Further notable extensions include Fast Handover (802.11r, 2008), Single-User Beamforming (802.11ah, 2016), Sub-GHz Communication (IEEE 802.11ah, 2017), Fast Initial Link Setup (802.11ai, 2017), as well as several throughput extensions (802.11n, 2009; 802.11ac, 2013; 802.11ad, 2016; 802.11ax and IEEE 802.11ay, both expected 2019). We will further go into detail which problems still remain, also in these future IEEE 802.11 networks, regarding Haptic Communication.

A. Timing Guarantees

Because of the random-access nature, with CSMA one cannot provide any worst-case timing guarantees. It is therefore not suitable for hard real-time applications, like, for example, industrial- or medical-grade NCS. Timing guarantees can only be provided in form of a statistical distribution model, for example by specifying a mean and a standard deviation. Extensions to improve real-time capabilities exist; most prominently is the HCCA access function specified with IEEE 802.11e. However, it did not get much acceptance to the day, being a non-mandatory feature to implement. The applicability of the point coordination approach in HCCA is also not clear for mesh networks.

B. Throughput Dependence on Load

For CSMA networks, the relationship between network throughput and network load is generally non-linear [7] for unsaturated states. The higher the load, the more contention will happen, which may potentially even decrease network throughput. Latency, of course, is also related to load, since the transmission delay computes from packet size divided by throughput. This behavior stems from the lack of reservation and also from the random backoff procedure that occurs after collisions. In case of a collision, not only the need for retransmissions will delay the packet, but also the idle time of the random backoff period that is necessary in order to avoid a future collision. In other words, in order to meet low timing constraints, the network utilization needs to be as low as possible. Network designers may therefore wish to increase the capacity (i.e., the node density) to support a higher number of applications. Our experiment setup, however, shows that there are limits for the node density, as the interference range of nodes cannot be reduced in order to maintain high throughput.

C. Load Dependence on Hop Count

The network’s load is not only determined by the number of applications and their individual net throughput requirements, but also by the number of hops. Each hop includes an additional transmission process from one node to another, requiring medium capacity. In other words, the load depends also on distance between source and sink.

D. Carrier Sensing Range and Interference Range

There are several models for determining which nodes in a network interfere with each other [9]. The carrier sensing range of a node is commonly defined as twice the communication range, and the interference range as twice the carrier sensing range. This circumstance suggests a low node density, in order to minimize nodes interfering each other. This common picture in real world networks, however, is very different. Since the physical data rates of IEEE 802.11 networks are much higher for short-distance communication, the node density has to be kept very high, as many of the high-throughput coding schemes work merely within distances of several few meters.

IV. PROBABILISTIC LINEAR MODELING APPROACH

We propose a probabilistic model for latency estimation (see Figure 1) which includes the current network load as well as the applications QoS requirements. It is suitable to compare requirements with the predicted load that admissance of the application would induce to the network. An application might choose between different QoE setups, which all have different specifications and result in different requirements in load. The prediction model should be able to interpret the current network load state and calculate a predicted mean latency derived from the requirements.

Figure 1: With a probabilistic model, applications are able to decide based directly on the predicted latency. If a required level of Quality of Experience (QoE) cannot be supported, the application might choose a lower level prior to cease functioning at all.
in OMNet++ (Version 5.5.1) / INET (Version 4.1.1) is depicted in Figure 2. It comprises of 100 nodes that operate in IEEE 802.11ac mode. We start with one application (i.e., one haptic flow) on our network and measure the achieved latency, and then consecutively add more haptic flows to a total number of four flows, named A to D. The first flow, A, will have no competitors in our first experiment. The following flows B-D are settled to interfere with A (and each other). This way, we enforce competition between nodes and stress the CSMA scheme. The network routes are chosen to optimize the throughput, which means that shorter hops and thus longer routes are preferred over routes with low hop count, as described earlier. In Figure 2 this is seen as the maximum transmission distance, as depicted with a dashed line for the centermost node, is much bigger than the length of the chosen individual hops. Table I shows the simulation settings.

As the number of applications increases, we expect the latency behavior of the individual haptic flows to drop in performance. Each of the flows requires isochronous transmission of a 100 B packet every 5 ms, resulting in a net throughput requirement of 20 KB/s. The gross requirement in transmission time for this flow is much higher, though. The $h$-hop flow needs to acquire the medium $h$ times, which is costly as the communication range of the nodes is much higher than the actual hop distance. Every single transmission thus forces large portions of the network to silence and defer transmission of other packets.

Figure 4 shows the observed latency distributions (we define the jitter hereby as the interquartile distance $Q3-Q1$). It is clearly observable how the interference between each of the applications affects the network performance. As, for example, application A has low mean latency and jitter of 0.948 ms and 0.108 ms, as long as it is the only application running in the network, the network’s performance gracefully degrades as more applications come together. With all four applications active, the mean latency and jitter that the network provides for application A degrades to 2.324 ms and 2.257 ms, respectively.

We calculated the model parameters $k_1, k_2$ from Equation 1 for application A from the observations at $n = 1$ and $n = 2$. We choose a simple linear model for the end-to-end latency $d_{e2e}$ of the form

$$d_{e2e} = k_1 n + k_2 h,$$

where $h$ denotes the hop count and $n$ denotes the number of haptic flows present in the network and currently interfering with each other. The two model parameters $k_1, k_2 \in \mathbb{R}$ need to be estimated. The model does not consider the limited capacity of the network, and thus only holds if the load of the network is much lower than the channel capacity. However, this simple approach has two advantages. First, it only considers two easy to determine variables. Second, linearity offers calculation with only local information which eliminates the necessity of a reservation protocol. $n$ can be, for example, determined by each node individually by listening to the local network traffic, $h$ will be determined by the routing mechanism.

Our approach assumes that haptic flows are of higher priority than other data transmitted within the network. In our previous work, we showed that such a prioritization is possible using the EDCA mechanism [6].

V. SIMULATION RESULTS

We have conducted simulation experiments to assess feasibility of our model. The large-scale network we constructed

![Figure 2: The Network used in our simulation with the path's of the four flows shown. The centermost node is indicated by a small solid circle and its communication range drawn with a dash-dotted line.](image)

![Figure 3: Observed and predicted latency of application A. The prediction is based on the two reference points $n = 1$ and $n = 2$.](image)

![Table 1: Simulation parameters](image)
2. Since A’s hop count \( h = 5 \) is known, these two points suffice for obtaining the model parameters. Observations and model predictions are depicted in Figure 3. The parameters calculate as \( k_1 \approx 0.566 \) and \( k_2 \approx 0.076 \), respectively. The prediction error for \( n = 3 \) is approx. 0.020 ms and for \( n = 4 \) approx. 1.021 ms. During the experiment, we also measured the medium utilization at the centermost node of the network. At \( n = 4 \), the utilization reached about 29.4%. Adding more applications resulted in an exponential growth and significant packet loss, so we assume the network to be saturated at \( n = 4 \).

VI. CONCLUDING REMARKS

In this paper, we have discussed a linear modeling approach for mean latency prediction of Haptic Communication in large-scale WMHN. The model depends on the hop count and the number of flows in the network. Simulation results show a good prediction quality for the median latency, although the model is rather simple.

In our future work, we will provide analytical models to derive probabilistic latency predictions. However, linearization might be a promising way, since Haptic Communication is less demanding in terms of throughput as other traffic like video or audio communication. In this sense, it is most likely to receive top priority through differential services, Haptic Communication will cover only a small part of the entire network load and therefore might behave nearly linear in real networks.

We plan to evaluate applications in our own testbed for the Internet of Things, the Magdeburg IoT-Lab\(^1\), that consists of 60 nodes with IEEE 802.11, IEEE 802.15.04 and sub-GHz technology. The testbed will be extended to other technologies and bigger size in future, enabling a diverse analysis of Tactile Internet applications and Haptic Communication.

\(^{1}\)http://www.comsys.ovgu.de/MIOT_Lab.html

![Figure 4: Latency histograms (in milliseconds) observed during the experiment. Black solid lines indicate the median values. Dashed grey lines indicate quartiles Q1 and Q3, respectively.](image)

<table>
<thead>
<tr>
<th>( n )</th>
<th>( A )  lat.</th>
<th>( A )  jit.</th>
<th>( B )  lat.</th>
<th>( B )  jit.</th>
<th>( C )  lat.</th>
<th>( C )  jit.</th>
<th>( D )  lat.</th>
<th>( D )  jit.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.948</td>
<td>0.108</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.514</td>
<td>0.372</td>
<td>1.385</td>
<td>0.363</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2.060</td>
<td>0.949</td>
<td>1.906</td>
<td>0.667</td>
<td>2.143</td>
<td>0.626</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3.668</td>
<td>3.937</td>
<td>2.431</td>
<td>1.139</td>
<td>2.585</td>
<td>1.241</td>
<td>2.650</td>
<td>2.621</td>
</tr>
</tbody>
</table>

Table II: Simulation results for median latency and jitter in ms.
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Abstract—The Internet of Things (IoT) emerges as an ubiquitous network of smart objects and sensors collecting sensitive data and performing vital tasks. To avoid unauthorized data access and control of the devices, authentication and authorization for the IoT have become a particular interest of security research. The Delegated CoAP Authentication and Authorization Framework (DCAF) is a promising approach to address this problem for constrained devices. Authentication is often based on identity proofs, thereby sacrificing certain privacy aspects such as data minimization and unlinkability. In IoT scenarios, where devices accompany their users in every aspect of their private lives, this facilitates extensive tracking and profiling. In this paper, we present an extension to DCAF, intended to address the problem of authentication and authorization for constrained devices, while at the same time protecting the users’ privacy. In particular, we address the problem that a client wants to authenticate itself towards a server in an IoT setting, where the server must not gain any insight besides the information the client wants to share. Our solution makes use of attribute-based credentials (ABCs) [3].

This paper is structured as follows: In Section II we describe our scenario and point out the related privacy threats and challenges. Afterwards, we discuss related work covering privacy-preserving authentication in Section III. In Section IV we recall DCAF and give an overview over ABCs. Based on this background we present our extension to DCAF in Section V. Section VI contains concluding remarks and an outlook on future work.

II. PRIVACY IN THE IoT

Imagine a scenario where an enthusiastic user integrates IoT devices in her daily life.

A. Motivating example

Today Alice uses her car because her day is quite busy. As she lives in a big city, where parking spots are rare, she is registered with ExamplePark, where the payment of a membership fee grants entrance to all facilities run by this company. Her car is equipped with a smart parking module taped to its front window, which is able to authenticate Alice towards the constrained parking barriers of all parking facilities. All locations she visits today are close to a particular facility of ExamplePark.

Before work, Alice has an appointment with her doctor. As Alice has a heart condition she is wearing a device called HeartGuard (cf. [4]). The device collects data on her heart rate that the doctor checks in regular terms to assess her heart condition.

As her heart appears to be fine, Alice treats herself to a coffee when she arrives at her office. The company she works for has a contract with COFFEE Inc. that allows all employees to get free coffee from all COFFEE Inc. vending machines (cf. [5]). Therefore, her smart coffee mug authenticates her towards the vending machine she uses.

During her break she uses the car to visit her psychologist. The psychological group practice has a car park run by ExamplePark. On her way back she treats herself to another coffee.
After work Alice visits the fitness studio. In the studio she puts on her sports clothes that are equipped with sensors that measure humidity, heart rate, blood pressure and body temperature and her jogging shoes that embed humidity, pressure and activity sensors (cf. [6]). Her clothes and shoes connect to the fitness equipment she uses. This way the equipment can give her personal advice and also warn her if her heat rate goes high.

After a rough workout Alice treats herself with another coffee before she drives home.

B. Privacy threats and challenges

During the day Alice’s devices have authenticated towards different remote services or towards other devices in different locations she entered. Even if none of the often very sensitive data the devices communicated is disclosed, the scenario bears various privacy risks that are well known to be exacerbated by the IoT (see e.g., [1], [7]).

1) Tracking and Profiling: When the authenticating devices can be linked to Alice, Alice’s movement can be tracked, and further information (such as hobbies or illnesses) can be derived, based on different instances of authentication. If this information is linked, principals with various interests may be able to build profiles on Alice’s behavior. For example, her health insurance might be interested in correlating Alice’s activities related to her health (e.g., how much coffee she drinks and how much she exercises) and in the fact that she uses a HeartGuard (and therefore probably has a heart condition).

2) (Re-)Identification: Even if authentication and authorization are performed using pseudonyms, Alice can potentially be identified by linking different usages: information concerning the devices she owns and the places she visits frequently can yield a unique fingerprint. If only one of the services Alice uses knows her identity, the fingerprint can definitely be linked to her identity and can potentially be re-identified by services or in contexts where she assumes to be anonymous, if the services collaborate and share information about their users.

To avoid these threats, authentication and authorization must be performed in a way that is unlinkable and compliant with the principle of data minimization. ABCs are a promising approach to achieve this and, therefore will be introduced in IV-B. Authentication and authorization themselves are challenging in an IoT setting due to the constraints of the involved devices. These challenges are addressed by DCAF, see IV-A.

III. RELATED WORK

A broad variety of concepts exists that allow for the users’ authentication without presenting identifying information, and provide the unlinkability of different transactions. Approaches that we consider most appropriate for our use-case scenario are based on so-called credential mechanisms first proposed in 1985 by Chaum [8]. Currently two main credential systems exist: U-Prove [9] and Identity Mixer (Idemix) [3]. As both systems enable the users to disclose only certain attributes (e.g., a membership or age) signed by a (or a group of) trust issuer(s) towards a system, they are referred to as attribute-based credential systems. Both schemes have been implemented on smart cards (e.g., [10], [11]) and integrated into light weight infrastructures (e.g., [12]–[14]). They also have been mentioned as suitable solutions addressing privacy issues by the European Research Cluster on the Internet of Things in 2015 [15, p. 72f].

The first concrete proposition to adopt ABC technologies within the IoT was published in 2016 by Alpär et al. [7]. Afterwards, this idea has been followed up, e.g., by de Fuentes et al. [16], [17], Bernabé et al. [18] and Sanchez et al. [19]. To the best of our knowledge, there is no proposal which combines ABCs with DCAF and thus enables both client and server to delegate computational or memory expensive operations to less constrained devices.

IV. BACKGROUND

In this section we introduce the basic components of our solution: DCAF and ABCs.

A. The Delegated CoAP Authentication and Authorization Framework

DCAF is designed to provide constrained clients and servers with the necessary authentication and authorization information that they require to securely communicate with each other. In DCAF, each constrained device is coupled with an own less-constrained authorization manager that helps with difficult security tasks; on the client side, the client (C) is coupled with the client authorization manager (CAM), while on the server side, the server (S) has a security association with its server authorization manager (SAM). The authorization managers act as mediators between the constrained devices and the human beings that are in charge of them, the client overseeing principal (COP) and the server overseeing principal (SOP), respectively. To establish a secure communication with S, C requires an access ticket from SAM. To obtain it, C contacts its own CAM, which then establishes a secure channel with SAM. With COP’s and SOP’s approval, C is provided with an access ticket that contains the necessary authentication and authorization information for C and S to establish a secure channel.

Constrained devices only need a security association with their own manager and are not required to authenticate authorization managers from other security domains. The authorization managers vouch for the attributes of their own constrained devices. DCAF does not require the use of unique identifiers as attributes. Therefore, DCAF can be used in a privacy-preserving way. But DCAF does not specify how CAM and SAM authenticate each other. If the used authentication mechanism does not prevent it, distinct instances may still be linked. A solution for this problem are attribute-based credentials, which we describe in the next section.
B. Attribute-based credentials

Our proposal is based on the Idemix ABC system. An Idemix ABC is a set of attributes signed by an issuer via a Camenisch–Lysyanskaya signature [20] that not only allows for blind signing, but is also randomizable. One of the credential’s attributes is always a master secret key that binds the credential to a particular user. This key is always signed blindly. All attributes in an ABC can be shown individually by so-called selective disclosure proofs [21] to provide only the necessary information (such as a membership). As the signature on the credential is randomized prior to each proof, different instances of attribute disclosure cannot be linked. By using ABCs for authentication and authorization we can avoid the issues of (re-)identification as well as of tracking and profiling by data minimization and unlinkable transactions. Of course, these properties only hold if no identifying attributes are revealed. Also, showing non-identifying attributes always leaks some information that reduces the users’ anonymity to a certain degree. Therefore, it is desirable to reveal as little attributes as possible, e.g., only the mere possession of the credential signed by a certain issuer [7].

In addition to their privacy features, ABCs comply with standard security requirements as the issuer’s signature on the credential is verifiable and unforgeable. Existing work already indicates how they can be used for the setup of a mutually authenticated secure channel. Alpár et al. [13], [22] propose two different protocols for this purpose, where the first facilitates the anonymous authentication of a client towards a server and the second enables both parties to mutually authenticate anonymously.

V. COMBINING DCAF AND ABCS

In this section, we describe how the authentication between CAM and SAM in DCAF can be performed with ABCs to protect Alice’s privacy. Integrating ABCs into DCAF implies the following extensions/modifications:

1) Issuing a credential over multiple attributes from an issuer (I) to CAM (and COP, respectively).
2) Setup of a mutually authenticated TLS channel between CAM and SAM by means of ABCs.
3) Transfer of authorization information from CAM to SAM via a selective disclosure proof.

The issuing of credentials requires a pre-existing issuing infrastructure and the registration of COP with a particular issuer. It is then carried out as specified by the Idemix specification [21]. The TLS channel setup can be performed using a variant of the protocols introduced by Alpár et al. [13], [22]. The following proposal uses the variant that facilitates only the client’s anonymity. This is suitable for scenarios where Alice’s devices communicate with servers, whose anonymity is not required, such as external services or devices associated with large service providers. The authorization is carried out within the secure channel by means of ABCs. Fig. 1 sketches how our extensions are integrated into DCAF.

The figure is divided into two parts: on the left the credential issuing is sketched. This step is only carried out once and is not a part of the DCAF protocol run itself. Note that in Fig. 1 the three-way issuing protocol is simplified. The right half shows a schematic view of a DCAF protocol run where our extensions are highlighted in red. The original DCAF requests have not been modified, instead only the authentication of CAM and SAM has been specified in a privacy-preserving way. SAM authenticates during the TLS handshake by means of an X.509 certificate. CAM authenticates either by an empty proof showing the mere possession of a valid credential issued by I or by a selective disclosure proof showing some attributes and the possession of the credential. Selective disclosure proofs additionally can provide authorization information for resources on S. On this basis, the access ticket can be issued from CAM to SAM and transferred to C. But access tickets should not be used more than once to guarantee the unlinkability. Our extensions allow CAM and SAM to mutually authenticate each other in a way that is verifiable and unforgeable, and potentially to provide authorization information. Furthermore, our extensions add important privacy features to DCAF that are associated with ABCs (see e.g., [22]). We transfer these features to our scenario where Alice acts as COP.

1) Issuer unlinkability: Credential issuers might be aware of Alice’s identity or of some identifying attributes (depending on the way Alice registered). They will, however, not learn anything about instances where the issued credential is used. E.g., ExamplePark will not know when (or if ever) Alice uses its facilities. This is due to the fact that in a blind signature scheme the signer never learns the resulting signature. The signer is therefore not able to link a signature to an instance of signing (where the receiver’s identity is known).

2) Minimal information: The user can potentially stay anonymous. E.g., when Alice parks her car in a particular garage, she does not need to reveal more information
than being registered with *ExamplePark* (credential issuer) and having paid the membership fee for a certain period (disclosed attributes). Of course, additional metadata (such as network addresses) can be disclosed if this is not prevented by the use of further privacy-enhancing technologies such as network traffic anonymization.

3) Multi-show unlinkability: As the signature on the credential can be randomized prior to every selective disclosure proof, different instances of disclosing attributes cannot be linked (unless the disclosed attributes make them linkable).

In summary, Alice’s devices can potentially be authenticated and authorized by revealing only non-identifying information. Additionally, multiple instances of revealing the same or different information remain unlinkable.

We implemented our proposal [23] using the gabi cryptographic library [24] underlying the IRMA implementation of the Idemix attribute-based credential system [25], [26].

### VI. CONCLUSION

In this paper we focus on the privacy implications of authentication and authorization in the evolving IoT. We study a fictional but realistic use-case scenario to illustrate the threat of tracking, profiling and (de-)identification resulting from the linkability of different instances of authentication. We also make a concrete proposal how to protect IoT users from these threats by combining DCAF with ABCs. In particular, we design the establishment of a trust relation between CAM and SAM such that the authentication and authorization are privacy-preserving for CAM.

In the future the presented results will be extended to address cases where both communicating devices (CAM and SAM) are associated with individuals that want to reveal as little information as possible towards each other. Additionally, we will further evaluate the applicability of our approach in real-world scenarios and provide a detailed analysis of its security and privacy properties.
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Abstract—Real world experiments are worthwhile tools to evaluate new approaches in the area of Wireless Multi Hop Networks (WMHNs) or Wireless Sensor Networks (WSNs). However, individual experimental setups come with drawbacks such as high hardware costs, long setup time, and low reproducibility. Testbeds are developed to address these issues. In this paper, we report about our ongoing work to construct a new testbed, the Magdeburg Internet of Things Lab (MIoT-Lab), with the focus on realistic environment, long term persistence, and reproducibility.
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I. INTRODUCTION

Research on wireless communication is often based on simulations and not validated in reality. While simulations are cost efficient and make replicating a test setup and reproducing results trivial, it is difficult to consider all relevant environment variables. This leads to simulation results differing often significantly from real world performance. Therefore, it is necessary to test and study protocols additionally with experiments on physical hardware setups.

Individual hardware setups for real-world tests are cost intensive, time consuming to set up, and difficult to reproduce. These problems can be addressed by permanent testbed builds. The price per experiment is reduced, because the major part of costs, the acquisition of the hardware, is only spend once. The reproducibility is increased by fixed positions, identical hardware, and a relatively stable environment. It is clear that due to the various factors affecting the wireless medium, each experiment may differ from one to another. However, the fixed position of the nodes in the same environment reduces the differences in the experimental results.

We are constructing the Magdeburg Internet of Things Lab (MIoT-Lab) with 200 nodes as a successor of the DES-Testbed [1]. The nodes will be distributed in the Faculty of Computer Science (FIN) of the Otto-von-Guericke University Magdeburg (OVGU) and some surrounding buildings. To achieve a realistic environment the nodes will be placed in regular offices, laboratories, and seminar rooms.

The remainder of this paper is structured as follows: In Section II we cover a selection of other testbeds. The hardware for the testbed nodes is specified in Section III. In Section IV we describe the associated software. This report concludes with a summary in Section V.

II. RELATED WORK

There are current active and historical testbeds for wireless research [2]. In the following we shortly present a selection of them and their focus.

The DES-Testbed was developed and deployed at Freie Universität Berlin. In the context of the DES-Testbed an experiment description language named DES-Cript [3] was designed, that will be further described later. In 2010 and 2011 the DES-Testbed was used for more than 1000 experiments, which contributed to 32 theses and 25 publications [4]. The DES-Testbed was part of the WISEBED federation [5]. Later on, SmartSantander was developed and based on the WISEBED API [6]. Our planned MIoT-Lab is based on the design, software, and experience of the DES-Testbed.

The FIT IoT-Lab is a distributed testbed located at six different locations in France [7]. It offers 2728 nodes based on three boards of custom design and various commercial boards. A power monitoring solution is provided that allows to track the total power consumption of the boards. Access to all nodes regardless of their location is available through a single web portal and consistent REST APIs. Furthermore, 117 robots are integrated in the testbed.

The TWIST testbed is located at the Technical University Berlin [8] and distributed over 3 floors. It consists of TelosSky and eyesIFXv2 nodes, TP-Link WDR4300 and Intel NUC PCs for WiFi communication, as well as some robotic platforms [9].

The Indriya2 testbed is located at the National University of Singapore [10] and distributed over 3 floors. It is the successor of the Indriya testbed. The current hardware setup consists of 74 TelosB boards and 28 CC2650 sensortags.

All presented testbeds provide only a limited number of boards with multiple connectivity in more than one frequency domain. Hence, large scale experiments with multiple connectivity are currently impossible with these testbeds. Additionally, power monitoring features are often missing or only allow to monitor the total power consumption of the node.

III. TESTBED NODES

Since we are interested in wireless communication and networked systems, the testbed is assumed to provide the infrastructure for our experiments. Thus, the testbed nodes (TBNs)
Table I: Hardware parts of the planned testbed nodes (TBNs).

<table>
<thead>
<tr>
<th>Attribution Function</th>
<th>Model Name / Material</th>
</tr>
</thead>
<tbody>
<tr>
<td>x86 Node</td>
<td>PC Engines APU IC4</td>
</tr>
<tr>
<td>Int. WiFi Module</td>
<td>Sensirion SHT30</td>
</tr>
<tr>
<td>Ext. WiFi Modules</td>
<td>Bosh BME680</td>
</tr>
<tr>
<td>Case</td>
<td>Laser Cutted Acrylic</td>
</tr>
<tr>
<td>Base Board</td>
<td>STM32 NUCLEO-F767ZI</td>
</tr>
<tr>
<td>Adapter Board</td>
<td>Custom PCB</td>
</tr>
<tr>
<td>802.15.4 Transceiver</td>
<td>Atmel AT86RF232</td>
</tr>
<tr>
<td>Sub-Gigahertz ISM Transceiver</td>
<td>TI CC1101</td>
</tr>
<tr>
<td>Low-Cost 2.4 GHz Transceiver</td>
<td>Nordic nRF24L01+</td>
</tr>
<tr>
<td>Calibration &amp; Config. Data Storage</td>
<td>Atmel AT24C256</td>
</tr>
<tr>
<td>Environmental Data Sensor</td>
<td>Bosh BME680</td>
</tr>
<tr>
<td>Temperature &amp; Humidity Sensor</td>
<td>Senson SHT30</td>
</tr>
</tbody>
</table>

2) Adapter Board

In order to improve the maintainability and reduce the development time and costs, the EN is build upon off-the-shelf hardware. The base board is extended by using breakout boards for the individual transceivers, which already include all components required by the transceiver IC for optimal operation. To avoid connecting these components with dozens of jumper wires, a dedicated adapter board (see Figure 1) has been developed. This custom PCB is plugged on top of the NUCLEO-F767ZI and connected to its pin headers. The individual breakout boards are plugged into the pin sockets on top of the adapter board. With the exception of two components, every part of the EN can therefore be replaced within seconds, greatly simplifying maintenance and repairs. The two exceptions are the RFM95W breakout board for the Semtech SX1276 LoRa transceiver and the power monitoring solution, which are soldered directly onto the PCB.

3) Power Monitoring

The power monitoring solution employs two TI INA3221 power/current monitor ICs with a total of 6 power channels. In order to prevent any impact on power consumption by monitoring the power consumption, the power monitors are not connected to the NUCLDEO-F767ZI. Instead, the power monitors are connected to the ESP32 via Inter-Integrated Circuit (I²C) and also connected to the power domain of the ESP32. This way neither the power consumption of the INA3221 ICs nor the increase in power consumption by reading and processing the power consumption data has any influence on the monitored power domains. The six power monitoring channels of the two INA3221 are used to monitor: 1) The NUCLEO-F767ZI 2) the AT86RF233 802.15.4 transceiver 3) the CC1101 Sub-Gigahertz transceiver 4) the nRF24L01+ ultra-low-cost transceiver 5) the SX1276 equipped with 512 KiB SRAM and 2 MiB Flash. According to classification in RFC7228 [11], the EN exceeds the highest class C2. However, stricter memory constraints can easily be enforced at link time and by inserting hooks to the dynamic memory management functions such as malloc(). In the same way the CPU frequency, which can be up to 216 MHz, can be reduced in software. As a result, the capability of each individual EN in terms of computational performance and memory capacity can be scaled down to meet the requirements of particular experiments.

Figure 1: A 3D model of the adapter board plugged into the Nucleo-F767ZI (includes 3D models by SnapEDA (CC-BY-SA)).

need to cover the most important technologies. Therefore, one TBN is composed out of different hardware parts (see Table I) that are combined to cover many scenarios. In our design we focused on commercial available parts, in contrast to earlier testbeds nodes composed of custom hardware. Only a housing and an adapter board was designed, that basically replaces jumper wires. This should save development time and enable interested users to build their own node (or only the necessary parts) for development and debugging.

A. x86 Node

The x86 Node (XN) uses an APU 3C4 mainboard equipped with a x86_64 CPU and 4 GiB of RAM. The CPU is capable (4 cores clocked at 1 GHz) and most software can be executed without additional effort, as the x86 architecture is common for desktop PC’s. Furthermore, it flashes the firmware images to the Embedded Nodes (ENs) that are described in the following subsections.

1) Connectivity

The XN is connected via IEEE 802.3 (Ethernet) to the Testbed Management System (TBMS) for loading the software and settings, controlling experiments, and collecting the results. For experiments with WiFi, the XN is equipped with one internal and two external WiFi interfaces. The WiFi devices are chosen according the availability of mainline Linux drivers. A Compex WLE900VX interface is supported by the ath10k driver and is used as an internal WiFi card supporting IEEE 802.11a/ac/a/b/g/n standards with 3 antennas. Two Asus USB-N14 N300 are supported by the rt2800usb driver and are used as external WiFi devices supporting IEEE 802.11b/g/n standards with 2 antennas for each device.

B. Embedded Node

In order to allow running experiments with IoT nodes of class C2 (using RFC7228 [11] terminology) and below, an EN is integrated into every TBN. The EN is programmed from the XN using an JTAG/SWD programmer connected via USB. This programmer includes an UART adapter connected to the EN, which allows to control the nodes individually and gather data from the node.

1) Base Board

An STM32 NUCLEO-F767ZI evaluation board is used as base of the EN, which features an ARM Cortex® M7 CPU...
Table II: Wireless Connectivity of the testbed nodes (TBNs).

<table>
<thead>
<tr>
<th>Technology</th>
<th>Frequency</th>
<th>Max. Data Rate</th>
<th>Hardware</th>
<th>MIMO</th>
</tr>
</thead>
<tbody>
<tr>
<td>x86 Node</td>
<td>2.4/5 GHz</td>
<td>1.3 Gbit/s</td>
<td>Compex WLE900VX</td>
<td>3x3</td>
</tr>
<tr>
<td>802.11n</td>
<td>2.4/5 GHz</td>
<td>300 Mbit/s</td>
<td>Asus USB-N14 N300</td>
<td>2x2</td>
</tr>
</tbody>
</table>

Embedded Node

<table>
<thead>
<tr>
<th>Technology</th>
<th>Frequency</th>
<th>Max. Data Rate</th>
<th>Hardware</th>
<th>MIMO</th>
</tr>
</thead>
<tbody>
<tr>
<td>802.11n</td>
<td>2.4 GHz</td>
<td>150 Mbit/s</td>
<td>Espressif ESP32</td>
<td>–</td>
</tr>
<tr>
<td>BLE 4.2</td>
<td>2.4 GHz</td>
<td>4 Mbit/s</td>
<td>Espressif ESP32</td>
<td>–</td>
</tr>
<tr>
<td>802.15.4</td>
<td>2.4 GHz</td>
<td>250 Mbit/s</td>
<td>Atmel AT86RF233</td>
<td>–</td>
</tr>
<tr>
<td>LoRa</td>
<td>868 MHz</td>
<td>93 dBm</td>
<td>Semtech SX1276</td>
<td>–</td>
</tr>
<tr>
<td>Custom</td>
<td>433 MHz</td>
<td>600 Mbit/s</td>
<td>TI CC1101</td>
<td>–</td>
</tr>
<tr>
<td>Custom</td>
<td>2.4 GHz</td>
<td>2 Mbit/s</td>
<td>Nordic NRF24L01+</td>
<td>–</td>
</tr>
</tbody>
</table>

1 Only one ESP32 is used to provide both Bluetooth v4.2 and 802.11n

LoRa transceiver, and 6) the sensors and EEPROM.

4) Connectivity

The EN has in addition to an Ethernet controller multiple options for wireless connectivity, as is detailed in Table II. Except for the Espressif ESP32, all transceivers are connected via SPI. The ESP32 is connected over UART using SLIP [12], which allows to forward IP packets via 802.11n or Bluetooth (BT) 4.2 BR/EDR and BLE. This rich support of connectivity covers various frequency bands (433 MHz, 868 MHz, 2.4 GHz), a huge range of different data rates, as well as different communication technologies. Therefore, wireless communication with characteristics ranging from short-range, high-energy, and high-data-rate connections to long-range, low-power, ultra-low-data-rate connections are available on the TBNs.

5) Storage of Calibration and Configuration Data

An Atmel AT24C256 is connected via I²C to persistently store 256 KiB of sensor calibration and configuration data. Having a separate EEPROM storage is particularly useful to preserve data even after reprogramming a node. The CC1101 for example uses 8 bit layer 2 addresses. Due to the birthday paradox the generation of 20 random 8 bit layer 2 addresses already has a collision probability of over 50%. In order to prevent address conflicts, the layer 2 addresses of these transceivers have to be manually configured for the 200 TBN and cannot be derived e.g. from the CPU ID. The EEPROM allows storing an unique layer 2 address for every EN.

6) Sensors

The EN is equipped with an SHT30 temperature and humidity sensor, that monitor the conditions inside the case of the TBN. Additionally an BME680 temperature, humidity, and air quality sensor is connected to the EN and placed next to air vents on the outside of the case, so that environmental conditions can be monitored.

C. Reset Solution

Experiences with the previous testbed hardware show one major problem: Once the nodes are deployed in different rooms, a failure rendering a TBN unreachable will require time-consuming manual intervention to restart the affected node. Therefore we plan to use a second ESP32 development board to restart the nodes by triggering the reset pin of the APU.3C4 board. To avoid a reflushing of the firmware by the user, the board is only connected to the XN as a power source and not via USB.

D. Housing

We designed an acrylic housing for the hardware that can be produced via a laser cutter (prototype is depicted in Figure 2).

It has 3 levels where the hardware is located: 0) The APU.3C4 Board, 1) the two external WiFi devices, the ESP32 board for the reset solution, and the air quality sensor, and 2) the EN with its adapter board and all components except the air quality sensor. Furthermore, a heat sink is integrated below the APU.3C4 board to provide the required cooling. A passive heat sink was chosen over a fan to avoid mechanical components suffering from a wear and failures on the one hand. On the other hand many nodes will be placed in offices and labs, so that the nodes have to emit as little noise as possible. The housing has an Ethernet and a DC socket to provide network and power for the hardware. In addition there are 10 antenna connectors: a) 3 × for Compex WLE900VX, b) 4 × for 2 × Asus USB-N14 N300, c) 1 × for LoRa, d) 1 × for C1101, and e) 1 × for nRF24L01+. The design was developed with OpenSCAD for 3 mm material.¹

IV. Software

The software from the DES-Testbed is currently updated and extended. Its main component is the TBMS collection that can create experiments, schedule these, and collect the results. It is running on an server that is connected to the nodes over Ethernet. In the following we describe the most important features of the MIoT-Lab’s software.

A. Experiment Creation

A web interface is provided to allow users to create experiments. Beside general information like a name, a description, ¹For the development process and presentation we use transparent acrylic. The version that we want to distribute will get a non-transparent material.
and a earliest start time, also the number of repetitions for statistical relevance and a restart of the nodes for a clean system environment can be specified. The nodes for the experiment can be grouped. Each group can be assigned different actions for execution. These actions are command line commands that are executed by the XN. Every action can be evaluated by its output over a python script, for example filtering for the interesting information. The actions may depend on (binary) files or variables that can also be specified via the experiment creation.

B. Experiment Execution

The TBNs are booting a Linux image via PXE over the Ethernet connection. Each node gets its individual configuration via SSH from the TBMS. After the execution of the experiment, the results get uploaded and the node may reboot for a clean environment if specified.

C. DES-Cript

DES-Cript [3] defines a file format that includes the experiment settings as well as the results of an experiment. It is based on XML and is therefore readable by machines and humans. A DES-Cript file can be used to repeat an experiment to validate its reproducibility. Therefore, an import function is offered in the experiment creation web interface. All experiment results are provided via a DES-Cript file.

D. RIOT OS

RIOT [13] is an operating system for IoT devices that stands out from its high level of POSIX compatibility. The ESP32 used to monitor the power consumption of the EN and to provide the EN with 802.11n and Bluetooth connectivity is running on RIOT OS. While the software used in the EN can be chosen freely, RIOT has a feature allowing to efficiently deploy complex test setups easily. The RIOT shell is POSIX like command line interface available via UART, that can be controlled from the XN. The use of shell commands for configuring the EN or starting different parts of test runs allows deploying the same firmware on all ENs in a test. The desired behavior of each individual EN can be achieved by sending the right shell commands from the XN.

E. Reset Solution

As the reset solution should not depend on the XN being in a valid software state, a dedicated board with its own network connection is used. Due to infrastructure constraints an additional Ethernet connection is not possible. Therefore, the ESP32 used to reset the node is connected the WPA2 enterprise WiFi of the university. For possible updates an over the air solution will be integrated. As communication protocol we plan to use Constrained Application Protocol (CoAP) [14] to get more robustness against unstable WiFi connections.

V. CONCLUSION

We are building up a large scale testbed for wireless communication. Therefore, the testbed is developed with a focus on providing a realistic environment and offering a collection of different current state technologies. Furthermore, the six channel power monitoring solution can be used to simulate scenarios with battery powered nodes and to analyze the power consumption of the individual components of the node. With the reset solution we try to keep maintenance time low and thereby the uptime high.

On the software side we use a management system that cares for the substantial tasks in an experiment setup, like scheduling, repetitions, and a defined software environment. The DES-Cript file format ensures a human and machine readable representation as well as the base for reproducing the experiments.

At the time of writing this paper, the testbed is still in a prototype phase. Hence, it is possible that some details will change by further improving the setup.
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Abstract—Industrial production plants traditionally include sensors for monitoring or documenting processes, and actuators for enabling corrective actions in cases of misconfigurations, failures, or dangerous events. With the advent of the Internet-of-Things (IoT), embedded controllers link these 'things' to local networks that often are of low power wireless kind, and are interconnected via gateways to some cloud from the global Internet. Inter-networked sensors and actuators in the industrial IoT form a critical subsystem while frequently operating under harsh conditions. It is currently under debate how to approach inter-networking of critical industrial components in a safe and secure manner. In this paper, we analyze the potentials of information-centric networking (ICN) for providing a secure and robust networking solution for constrained controllers in industrial safety systems.
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I. INTRODUCTION

Things in the Internet of Things (IoT) are often represented by small embedded controllers which possess orders of magnitude less resources than regular Internet nodes, but still need to communicate using protocols that interoperate in a common infrastructure. One predominant deployment area is industrial automation and surveillance, since embedded controllers are already prevalent in this industry, and adding a networking layer can generate immediate cost and performance benefits for its users. Initial deployments rely on legacy protocols such as MQTT—convergence on a future common networking standard for the industrial IoT is still under debate. Today’s things are sensors or actuators that speak with a remote cloud or talk with each other locally. The prevalent communication for edge devices happens on wireless channels that are from low power lossy networks (LLNs) in the battery-powered world. Information Centric Networking (ICN) [1] was introduced as a networking paradigm for improved content access in a Future Internet. Ubiquitous caching is a core feature of ICN. Named Data Networking (NDN) [2], one of its most popular flavors, was designed from a strong security perspective as a leaner and more robust implementation of a network layer, but in particular the request-response pattern of NDN prevents overloading the receiver with data. ICN deployment in the IoT has been studied with increasing intensity [3], [5], touching design aspects and practical use cases. Several implementations have become available in common IoT operating systems such as RIOT [6]. In this paper, we discuss central security aspects of NDN using the example of an industrial safety system. We introduce a real-world use case which we implemented in a recent prototype and identify key security requirements in Section II. The fundamental security contributions of the ICN networking layer are derived in Section III. Section IV is dedicated to comparative analyses of NDN versus traditional IP-based approaches. A summary and an outlook conclude this paper in Section V.

II. USE CASE: SECURITY AND SAFETY IN HAZARDOUS INDUSTRIAL ENVIRONMENTS

Industrial safety and control systems are increasingly interconnected to interchange operational conditions locally and to report their status updates to external observers. A typical deployment scenario consists of IoT stub networks that are often wireless and confined to the production plant, together with gateways that uplink to an Internet service provider. Current initial deployment scenarios further involve a (private) cloud which a dedicated group of trustees can access. Typical stakeholders are the operators of the systems. All parties rely on secure communication channels established between the network endpoints and the cloud. This scenario builds closed data silos for a preselected, confined group.

Already today it becomes apparent that the number of stakeholders in emerging scenarios will widen—plant operators, emergency teams, equipment vendors, and supervisory authorities may retrieve information about current safety conditions, intermediate operational statistics, as well as long-term reports. Furthermore, even a wider public may legitimately require civil participation in affairs of common impact, as is developing from open urban sensing initiatives [7], as well as participatory European laws. Following this demand, data silos need to break up in favour of a flexible, distributed data access that cannot easily rely on preconfigured trusted channels. Still, data might not be uniformly public, but continue to require protection. Protecting the data itself instead of the transmission
channels paves the way to transparent data replication and caching—an efficient method for eliding today’s silos.

Industrial deployments often operate under harsh conditions. In our use case, we consider industrial environments with a threat of hazardous contaminant (e.g., explosive gas) that need continuous monitoring by stationary, as well as mobile sensors. In case of an emergency, immediate actions are required such as issuing local alarms, activating protective shut-downs, initiating a remote recording for first responders and forensic purposes, and eventually may need to trigger evacuations of the plant or even the region. Such complex settings obviously involve many parties and require a level of robustness which a single uplink to a remote cloud cannot guarantee. This use case specifically relies on a fast sensor-actuator network including embedded IoT nodes. The harsh industrial environment raises the challenges of mobile, intermittently connected end nodes, network partitioning, and enhanced reliability from safety requirements. Devices often need to connect spontaneously, and a corresponding IoT system cannot reliably establish end-to-end channels in many situations. Varying connectivity challenges and mobility, as well as external hazardous impacts are much easier mitigated in a replicative environment, where data diffuses hop-wise in an asynchronous fashion. It is easy to build such a compliant networking layer based on NDN primitives [8]. Taken from real-world deployment, this study makes the case for a distributed, multi-stakeholder environment and identifies three major objectives for the networking layer: i) allow for ubiquitous multiparty data access without pre-established secure data channels or VPNs in the constrained IoT, ii) provide a robustly secure networking infrastructure that is resilient to varying link conditions and mobility with the ability to recover locally from intermittent impairments, and iii) raise the barriers for distributed denial-of-service (DDoS) attacks of constrained devices and confine the attack surface of unwanted traffic to local links. We will show in the following, how the NDN approaches to Information Centric Networking can significantly contribute to these goals. We will also assess the shortcomings of current IoT solutions such as MQTT [9] and the Constrained Application Protocol (CoAP) [10].

III. Security Contributions of NDN

According to our use case, an industrial IoT deployment enhances requirements in the security and safety domain, but on the other hand narrows the utilization of ICN functions down to rather specific settings. In this section, we will discuss the three security aspects derived from our use case and identify certain benefits for NDN from its specific deployment in an industrial setting.

a) Ubiquitous data access in the constrained IoT: Sensor data need to be accessible both in the local constrained IoT, and in the remote for stakeholders. Safety and security of the industrial monitoring system indeed largely depend on its availability even under the harsh conditions of local or regional incidents with intermittent connectivity. As critical industrial facilities are also always susceptible to malicious threats, utmost resilience against (networked) attacks is strongly desirable. A centralized cloud-based approach falls short as tampering the cloud has proven to be a pronounced attack vector (cf. the Cloudflare attack 2013). Ubiquitous caching is the most striking contribution ICN makes to the security and safety of the distributed information system. Configuring the constrained nodes as well as the gateway to replicate and store IoT data for (most of) its lifetime will maximize redundancy and minimize unavailability of critical information. It is noteworthy that common IoT data is small and of limited lifetime—archives being a well-localized exception. Furthermore, flash storage in constrained nodes is the least scarce resource and typically can accommodate an ‘infinite’ amount of IoT data. Local mass storage facilitates the delay-tolerant network nature of ICN for the IoT. The hop-by-hop transmission of sensor readings and actuator commands increases resilience in the presence of caching. When links re-establish after mobility handovers or failures, the NDN network layer can easily resume the content propagation and will thus provide an efficient self-healing mechanism.

b) Robustly secure networking infrastructure: Sensors and actuators of the constrained IoT are typically challenged by maintaining an authenticated or even encrypted data channel to some remote data repository. In addition, unstable and lossy links in IoT edge networks make it hard to persist a stateful communication relation. Also for these reasons, IoT nodes are commonly deployed behind gateways that execute protocol translations and thereby intercept secured channels. This sacrifices end-to-end transport security and exposes a significant attack surface at the gateway. By authenticating or encrypting content instead of channels NDN circumvents these operational challenges of the IoT. As each content chunk can be hopwise replicated throughout the network without impairing its security measures, data integrity and confidentiality remain independent of transport or paths. Moreover, there is no requirement of performing synchronous actions between specific endpoints on the Internet which makes the security layer robust against link failures and network disconnects.

c) DDoS resistance: Constrained nodes are easy victims of resource exhaustion when receiving too many IP packets. A gateway may shield the IoT nodes from the global Internet and may even perform some rate limiting, but it cannot reasonably track individual resources of nodes nor hinder the communication needs of the application use case. In addition, a malicious member of the IoT stub domain may not only jam radio channels, but utilize IP multihop forwarding to overload remote nodes. Conversely, as has been recently reported from the MIRAI incident, huge multiplicities make IoT nodes an interesting amplification tool for attackers. A key design objective of ICN had been the reduction of this IP attack surface with respect to DDoS attacks. In NDN this led to designing a request-response communication scheme without node addresses that hinders the plain transmission of unwanted content to a receiver. For a few years, it was the believe that NDN can be DDoS resistant by design, until Interest- and state-based attacks were discovered [11]. Subsequent work [12], [13] elaborated the threats of Interest
flooding and overloading FIB and pending interests table (PIT) structures by user-generated names and content requests. This has proven difficult to mitigate in general [14]. However, in a specific industrial setting of pure machine-to-machine communication with well known traffic patterns, buffers and PIT tables can be pre-configured according to well-formed communication flows. Hence, Interest flooding can be detected at the first hop and eliminated by the receiving stack. State-based attacks can thus be restricted to the local link which can never be protected by a network layer.

IV. COMPARATIVE ASSESSMENT

We provide a qualitative security comparison of our ICN solution with the common IP-based protocols MQTT and CoAP. We also evaluate the complexity of content object security that is inherent to ICN, but for a quantitative performance analysis we refer to [15].

**MQTT:** MQTT is a message-based publish subscribe protocol, with a special focus on low bandwidth environments. A typical MQTT network involves a client that publishes data on a specific topic. Each topic is managed by a server (or broker) which distributes data about the topic to subscribers. By default, a message that has been published and distributed to the consumers by the broker is deleted after delivery. Different Quality-of-Service (QoS) levels allow for storing messages on the broker or advanced reliability on top of the transport protocol. Low-end IoT devices are challenged by basic MQTT, as MQTT communicates over TCP. A lightweight version of MQTT is provided by MQTT for Sensor Networks (MQTT-SN) [16]. It is tailored to wireless domains and optimized for devices that are constrained in energy, processing, or storage. MQTT-SN is implemented on top of UDP and replaces topic strings by topic IDs to shorten messages. Security features depend on the broker implementation. Using username and password, or alternatively a client certificate, the broker may authenticate the client it connects to. If transport layer security (TLS) or datagram transport layer security (DTLS) is used, the client may also authenticate the server. However, there is no end-to-end security support between publisher and subscriber. This threatens message integrity when the broker changes content, because subscribers do not have an out of the box mechanism to verify the content. To protect the payload, additional encryption efforts of application data are required on top of MQTT. In general, MQTT assumes a trust relationship between broker, publishers, and subscribers. Usually, authentication and authorization is ignored, to simplify device management. This trust assumption reflects current deployment models, in which either brokers and clients are under the same administrative control, or where service contracts between end devices and a cloud network with broker service exist.

**CoAP:** CoAP is standardized in the IETF with the aim for replacing HTTP in constrained deployment scenarios. It operates on top of UDP and defines a compact protocol header. It specifies three communication schemes: (i) polling, (ii) push, and (iii) observe. Using push and observe, CoAP implements publish subscribe scenarios. In contrast to push, observe does not require explicit subscription in advance but delivers data to clients based on pre-configuration at the server side. To enable machine-to-machine communication, CoAP implementations usually provide both client and server capabilities. Thus, without an explicit intermediary node such as a broker in MQTT, CoAP nodes may interact directly with each other. The security support in CoAP is more advanced compared to MQTT, even though specifications are still under discussion in the IETF. CoAP is secured on the transport layer using DTLS or alternatively on the application layer using specific extensions such as OSCoAP, which allows for object security in CoAP. However, it is worth noting that DTLS might conflict with constrained environments as packet sizes increase. On the other hand, current approaches for object security may conflict with privacy as not all CoAP headers are encrypted and, for example, may reveal content names.

A. Comparing MQTT, CoAP, and ICN

**Caching:** Caching does not only improve performance in terms of faster data delivery but also increases data availability and robustness. A common malicious scenario includes a denial of service attack. With proper replication, the origin data source can go offline without loosing data in the global network. MQTT is easily threatened by this kind of attack because of the dedicated broker service. CoAP inherently supports caching on intermediary nodes. However, this mitigation is only implemented on the application layer. In common single stakeholder scenarios, where CoAP servers are managed by a single administrative domain, this usually does not help, in particular when network providers are under attack. ICN provides ubiquitous in-network caching that is independent of individual stakeholders. Thus, attacking a specific content source is intricate.

**Reliability:** IoT nodes connected via low-power wireless networks suffer severely from lossy communication channels. Even the transmission of small data chunks to the gateway is frequently impaired by unstable links, and transport protocols are challenged to cope with the unstable environment in a reliable fashion. We compare NDN, confirmable and non-confirmable CoAP (c/n), and MQTT (Q0/Q1) in Figure 1. The success rate of packet delivery was measured in two large experiments of 50 nodes from the FIT IoT testbed at different publishing intervals. Low power lossy radios of the IEEE 802.15.4 standard were deployed with link-layer retransmissions set to four. Results demonstrate the superior

![Fig. 1: Resilience of NDN vs. CoAP vs. MQTT.](image-url)
reliability of the hop-by-hop approach of NDN, while even the reliable variants of CoAP (c) and MQTT (Q1) fail significantly by 30 % resp. 15 % in the tighter scenario of publishing every 5 s. NDN always delivers more than 95 % of the packets, the success rate approaching 99.9 % in the more relaxed publishing at 30 s.

Object security: Security of content objects is crucial in inter-domain scenarios, in particular in the industrial Internet where sensors communicate sensitive information or actuators interact with critical infrastructure components based on data. Ideally, content can be forwarded by any node in the network without sacrificing security. MQTT and CoAP need additional efforts to achieve this objective. ICN, on the other hand, has been designed with democratized content distribution in mind. In-network caching is not limited to specific service nodes but envisioned to run on any network node that is willing to share resources for caching. Consequently, content security is a first principle in ICN, allowing multi-stakeholder scenarios with respect to scalable and secure content distribution. In ICN, trust is not based on contracts but technically provided by design.

Infrastructure protection: CoAP runs on top of UDP. As UDP is a connection-less protocol without congestion control, it can easily operate IP packet bursts and spoofing. Having IP spoofing in place, an attacker can initiate a reflective amplification attack, in which the attacker sends a small request towards the CoAP server that replies with a significantly larger packet to the victim (i.e., the spoofed IP address). Amplification attacks are common in the current Internet and a major threat for operators. With increased deployment of CoAP, we will experience more of such attacks in the future. MQTT makes spoofing attacks much more challenging because of TCP. However, in MQTT-SN, TCP is replaced by UDP to reduce overhead on low-end IoT devices and thus opens up the identical attack surface. On the contrary, ICN abandons the end-to-end paradigm and provides de-localized services off the shelf.

End node protection: End nodes are not protected in MQTT and CoAP but may receive arbitrary amounts of unwanted data. Security extensions may enable authentication and authorization but protection against unsolicited traffic requires firewall extensions, either as infrastructure middleboxes, or as dedicated local software component running on the end node. The latter conflicts with constrained resources of low-end IoT devices. An industrial Internet benefits from ICN as ICN does not support end-to-end communication. It thus protects end devices against malicious traffic without additional overhead.

Name privacy: To comply with privacy requirements, obfuscating the requested content name in the content delivery infrastructure is important. Implementing this with low overhead and strong privacy protection is one of the most challenging tasks in content delivery scenarios, yet. Neither MQTT, nor CoAP, nor ICN provide a solution out of the box until now. The hope here is that the ICN community will introduce a sufficient solution in the long-term because naming is a key component, which affects all applications on top of an ICN network layer.

V. CONCLUSION AND OUTLOOK

The industrial IoT connects safety critical environments to the Internet, requiring a high level of reliability and security for data, infrastructure, and end devices. Multiple stakeholders in this inter-domain communication challenge security, but current protocols in the IoT are weak in meeting these demands. In future work, real-world deployment and experimentation is needed to evaluate and harden the contributions ICN can make towards a safe and secure industrial Internet of Things.
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I. INTRODUCTION

Nowadays, tomographic monitoring of analytic information (inline, online) is of increasing importance. A possible scenario is the following: instead of monitoring a process by using spatially fixed measurement equipment the sensors are directly inserted in the process. By this, information is permanently obtained from the inside of the process [1]. Based on the measured data process monitoring and control in real time is possible and tomographic reconstruction algorithms become abdicable [2], [3]. Though, such a monitoring requires the solution of manifold detailed problems. Those include e.g. a robust, miniaturized and process-adapted acquisition of multiple parameters, a reliable and wireless data transmission, the navigation and localization of sensors, and a concept for the energy supply. To solve these problems an intense and multidisciplinary research work is required. In this context the contribution is focused on the technology of wireless energy and data transmission to process-adapted sensor modules.

II. SENSOR SYSTEM

A. General information

A future scenario in process industry, as it is outlined also in the roadmap “Prozess-Sensoren 2015+“(1)), does not exclusively use stationary installed sensors but introduces them directly into the process where a continuous acquisition of data occurs. During the time that the sensor stays in and is carried by the process medium location- and time-resolved process information are to be obtained and communicated to the outside. After passing the process chain the sensor will be discharged from the final product or the process vessel. Based on the measurement data monitoring and control of the process can be realized in real-time without using complex tomographic algorithms.

Those mobile sensors need a power supply which works reliable also under extreme conditions. In principle the use of batteries, energy harvesting or contactless power transfer solutions are imaginable. However, batteries and energy harvesting solutions have significant disadvantages. Whereas batteries have to be changed from time to time and they are subject to an aging process, energy harvesting solutions are only suitable for low power applications. Because of these restrictions the power supply should be realized with an inductive power transfer system which is able to transmit up to 10 W.

Furthermore, a bidirectional data transfer should be available. Thereby, the measured data can be read out from the sensor and control commands can be sent to it and vice versa. For this task contactless systems represent a promising approach since data rates up to 115 kbit/s can be realized.

On sensor side, robust, mobile, multi-parameter transducers for the inline measurement of process data have been developed. The sensors contain acoustic, optical and dielectric measurement modules which can be fixed each to a moving element, e.g. a stirrer, in a first technical approach. During its continuous rotation the local distribution of the interesting process data can be recorded within the concentric field of the stirrer (areal scan). Due to a controlled motion of the stirrer the sensor positions are known instantaneously (Fig. 1).

Power supply and data transfer of the prototype system in Fig. 1 occurs through the medium at the bottom of the container (distance about 30 mm). In a constructional improvement the inductive transfer system interacts with the sensor system along the container’s circumference, which increases the system flexibility. A prerequisite for an autonomous sensor system is also that suitable, size-optimized components for navigation and motion can be integrated to replace the previous obligatory (e.g. rotary) guidance. Another prototype solution the acousto-optic concept is expanded by a dielectric measurement method in order to
form a multi-sensor platform for the characterization of a (liquid) substance under test. The realized principles are presented in the following.

B. Ultrasound sensor module

This probe allows measurements in transmission mode as well as in the reflection mode (Fig. 2). Both transducers, for transmitting and receiving signals, are piezoceramics of 2 MHz resonance frequency. The time of flight of the acoustic impulse is captured using a time-digital-converter. The obtained resolution is in the range of several picoseconds. Due to short runtimes of the acoustic waves, a data acquisition rate of several hundred Hz is achieved.

C. Dielectric sensor module

This sensor module measures the permittivity of the medium (Fig. 3). The electrodes of the sensor are electrically insulated from the medium. The electronics of the sensor works as an impedance analyzer. With a sweep generator, sinusoidal signals with constant amplitude are created and are automatically swept through the frequency range. A low pass RC-element consisting of capacitor $C$ (interacting with the medium) and a reference resistor $R$ is used to obtain the amplitude and phase of the voltage across the capacitance. This voltage is digitized by an analog-digital converter.

D. Optical sensor module

In analogy to the acoustic module, the optical module allows transmission and reflection measurements as well (Fig. 4). Thus, important information is available about substances like suspensions or emulsions. This probe works in the non-visible frequency range ($\lambda = 880\,\text{nm}$) using transmitting and receiving units that are adjusted to each other. A main module containing a micro controller (ATmega 664P) administrates the coupling of all sensor modules, the capturing and processing of raw data, the sequential control, and the interface between the energy and data transmission.
III. WIRELESS ENERGY AND DATA TRANSMISSION

An inductive transmission system with air gap is based on the principle of a transformer. Whereby a transformer is guiding the magnetic flow through an iron core in order to get a high efficiency. In our application, the transmission system consists of separate windings for energy and data transfer without an iron core. Working at higher frequencies with optimized coiling geometry and using resonance effects the transmission system can reach comparable efficiencies. The power transmission system was designed unidirectional. The system for data transmission is bidirectional in order to introduce the control signals from the outside into the sensor system and to read out the measured data from the sensor system. The experimental setup is shown in Fig. 5 and represents the inner components of the coil system as shown in Fig. 1 (bottom right). The air gap to be bridged between the primary and secondary side is 30 mm. The contactless energy transmission operates at an operating frequency of 100 kHz and conveys 1...10W. Data transmission enables a data rate of 115 kBit/s at an operating frequency of 2 MHz allowing also underwater communication.

![Coil system for combined energy and data transmission.](image1)

As shown in Fig. 1 (left), with this optical-acoustic demonstrator the real-time-capable combination of location information of the rotary drive system and media information (detection of air entrapment, acoustic emission) can be demonstrated. Both the temporal course of the sensor data and the location-related 360° representation can provide useful information on the process to the plant operator.

A. General information

Future scenarios envisage introducing sensors directly and freely into liquids instead of permanently installing them. In this way, information on temperature, pressure or concentration can be obtained from the "inside of the process". But the sensors need energy and must be able to transmit their data. The transmission of energy and data to an object that can move freely in three-dimensional space places completely new demands on the transmission system, in contrast to classic point-to-point couplings or force-guided consumers. A concept for the realization of contactless energy and data transmission for freely movable sensor modules was developed and implemented in a further experimental setup.

The coil system developed for the supply of mobile sensors is shown in Fig. 6. The primary side is formed by a winding located on the outer surface of a cylindrical container. The individual windings are distributed in such a way that an almost homogeneous field distribution is formed inside. The field homogeneity can be recognized by the uniform color distribution in the section plane in Fig. 6 center. This ensures a relatively constant coupling to the freely movable elements in the container. A voltage is induced there which is independent of the radial and axial position. The receiving elements are spherical (a few centimeters in diameter) and have 3 coils arranged orthogonally to each other on the surface. In contrast to the rotary experimental platform, data and energy transmission is realized on one common coil system, only. The determined parameters for this concept are: frequency: 625 kHz, primary voltage 12 V, primary current 5 A (peak value), secondary output power 400 mW per sensor, efficiency of energy transmission approx. 5%.

The efficiency of the energy transfer of the system is very low. This is caused by the very weak coupling between relatively large primary side with small secondary side and small number of turns of the coils. The maximum power to be delivered is therefore limited to less than 1 W. The energy transmission is operated at 625 kHz in order to achieve an acceptable efficiency of approx. 5% in this case. In an optimized design the efficiency of the inductive transmission system can be increased beyond this shown experimental case.

![Simulation model of an acrylic glass cylinder with primary and secondary coil system (left); simulation of the magnetic flux density over the cylinder cross-section (center left); experimental setup (center right) with mobile sensors (bottom right).](image2)
B. Identification

Unique identification is possible through communication between the sensor module and the primary system. The sensor module transmits a specific data signal, which is recognized on the primary side and assigned to the sensor. The data signal is modulated onto the energy coil system. A voltage containing the frequency of the data signal is induced in the primary system via the inductively coupled coils. The carrier frequency of the data signal is many times higher than the energy transmission frequency. This results in a sufficiently high signal-to-noise ratio between the energy level and the data level. If several sensors are used, an undisturbed and collision-free data transmission must be guaranteed. A separate carrier frequency can be used for each sensor.

C. Position recognition

Due to the transmission principle presented above with freely moving sensors, position determination is not possible when using one primary data coil that is equivalent to the energy coil system. Several data windings must be applied on the outside, which make it possible to communicate with each sensor integrated in the system. The primary data windings could be designed similar to the primary energy coil system. This means that a separately controlled data winding is installed next to each primary coil ring. The position is then determined along the axis. The coils of this data winding must be supplied separately (parallel connection). By evaluating the coupling of the individual primary data windings to the sensors, it is possible to determine the position along the axis. If the positions of several sensors in the container are to be determined simultaneously, this is possible by tuning the coupling between data windings and sensors to different frequencies.

An alternative to the above concept is to supply the sensor system via the outer surface of the cylindrical vessel (Fig. 7). A sector-shaped subdivision of the coils for energy and data makes it possible to determine the circular position (along the circumference) of the sensor module in the vessel by evaluating the primary coil connected in each case. The following parameters have been theoretically determined for this concept: frequency: 200 kHz, secondary voltage 12 V, secondary current 800 mA for a module which is supplied with battery charging electronics, output power 9.6 W in charging mode, energy transmission efficiency approx. 80 %.

A combination of the above concepts allows the determination of the position of sensors in a cylindrical vessel (see Fig. 8). For this concept, the couplings between each detection coil attached to the shell surface and each sensor are to be evaluated. For this purpose, the coil system and sensor must be tuned to a resonant frequency. If several sensors are detected, the number of resonances to be tuned increases with the number of sensors.

Fig. 8. Acrylic glass cylinder with detection coils distributed over the surface of a cylinder for position recognition of sensor modules.

V. SUMMARY

The paper illustrated first approaches for monitoring industrial processes via autonomously moving sensors. An experimental platform has been realized which drives an optic, acoustic and dielectric sensor module in an aqueous solution of varying conductivity.

With regard to contactless energy and data management, several conceptual approaches were developed and evaluated in initial experimental and/or theoretical investigations. Thus, a solution has been demonstrated which allows the assurance of real-time, uninterrupted operation of and communication with self-sufficient, freely movable sensor modules, even under process-related environmental conditions. A perspective application scenario addresses the use of many sensor systems moving autonomously in a process volume.
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I. INTRODUCTION

Verification and validation of any proposed protocol or algorithm is necessary so as to examine its performance under certain constraints for which the protocol is developed. This leads to the area of performance evaluation, which is fundamental to developing and analyzing new communication protocols. Performance evaluation has been applied to computer networks and protocols since decades which involves testing them prior to their deployment in real world applications. Thus, it ensures that the protocol serves at its best through the life-cycle of its operation. It equally applies to the domain of Low-power and Lossy Networks (LLNs) which involves constrained sensor nodes. Consequently, saving resources and meeting Quality of Service (QoS) criteria are not only imperative but also challenging aspects of protocol performance.

The foundation of Internet of Things (IoT) [1] and LLNs [2] depends on software, network, and embedded engineering. Although, these fields are well-developed but they need to adapt certain practices and methodologies according to the specifications of wireless LLNs [3]. Over the years, most of the solutions tailoring to the IoT are based on the modular protocol stack as depicted in Figure 1. Thus, as per the application requirements, appropriate protocols and standards may be selected prior to actual deployment. In this way, deployment cost and efforts can be reduced by allowing several applications to operate on top of the same wireless infrastructure [5]. In particular, agile methodologies are suitable in the development of IoT research solutions as they involve a repetitive development life-cycle, which has the advantage of quickly rectifying errors during the conception or in the assumptions. Generally, research pertaining to LLNs follows certain steps similar to ones mentioned in [3] as given in Figure 2. These steps are needed to conduct performance evaluation of a protocol, an algorithm, or an entire networking stack. Often, neglecting certain steps, for example, making quick transition from protocol idea to hardware experiment evaluation may lead to inappropriate results.

In this paper, we discuss about performance evaluation of Medium Access Control (MAC) protocols in low-power and lossy networks and survey existing methods of performance evaluation. This survey focuses on simulation approach which is extensively used to analyze protocol performance as compared to hardware experiment. Several simulation platforms are described that are commonly used for protocol assessment in low-power networks. We explain important performance metrics commonly used in the validation of MAC protocols.

The remainder of the paper is organized as follows. Section II gives a general overview on performance evaluation and validation methods, it talks about theoretical, measurements, and simulation methods. Section III describes performance metrics, that are crucial to determine MAC performance. Finally, we provide a conclusion in Section IV.

II. PERFORMANCE EVALUATION METHODS

Generally there are three common approaches to conduct performance evaluation of a protocol: theoretical analysis, measurements, and simulation as depicted in Figure 2. All these approaches come up with their own strengths and limitations, which approach is appropriate, when and how to apply it, is widely discussed in literature [6]. We focus on MAC layer because it controls radio related activities which can impact network performance. Associated with MAC are performance metrics that determine how reliably a MAC functions as per the requirements of application.

A. Theoretical Analysis

Often the first step is to evaluate the proposed protocol by examining it theoretically. Although, it is considered preliminary step, yet it helps prove convergence of the protocol or algorithm which ensures that the design is correct. Typically, certain properties are respected such as approximation, lower and upper bounds, complexity [3]. This approach deals with mathematical abstractions, deriving formulas that best describe performance of a system or protocol. Theoretical analysis is performed when real measurement is not available, but it requires rigorous
mathematical background. In terms of efforts and cost, this is the most convenient approach, however it offers limited insights followed by certain assumptions [7]. This is the first step which is later validated by either simulation or experimental work [6]. Theoretical analysis does not have to be complex, often an available probability distribution function can help do job of model fitting on it. We have seen examples of deriving simple models of traffic generators from the user behavior.

B. Measurements Analysis

This approach undertakes existing instance of the actual system to conduct performance measurements or experiments. This approach produces highly reliable results because the measurements are taken on the system itself, however it is very expensive and takes more time because it requires costs associated with hardware, installation, maintenance, and staff. This method is not always possible, because it may be the case that the system may not yet exist.

C. Simulation Analysis

Simulation has been widely used for protocol validation over the decades. It involves developing computer programs that are used to implement a system or protocol and perform experiments by running those computer programs [7]. This approach is less expensive and reliable alternative when analytical models or experimental measurement approaches are not directly suitable. It is often the case in protocol development that once it is simulated, it can be later tested through real world experiment or measurement. However, dealing with experiment is costly and laborious as it requires precise calculation and sometimes controlled environment to accomplish reliable results. The decision to perform simulations only or both the simulation and hardware experiment largely depends on the nature of protocol requirements and its underlying complexities. Various simulation platforms have been developed such as OMNeT++, Cooja, OpenWSN, MATLAB, NS-2, and NS-3.

There are different types of computer simulations such as discrete-event, Monte Carlo, continuous, trace-driven, and spreadsheets. Discrete event simulation is widely used technique in low-power networks. Discrete-event simulations follows certain sequence of events that take place in a chronological order. It is called discrete event owing to the fact that the occurrence of events or change of states in simulation takes place at distinct points in time. Thus, it offers modularity in the evaluation process and protocol can be studied under different conditions. Reproducibility is another strong aspect offered by simulation which allows to re-produce same results given the same seed, simulator version, and the code. Simulation also allows repeatability which permits different protocols to be evaluated under precisely the same (random) environment [7]. Commonly, a pseudo-random number generator is used in simulation which can mimic uncertainty when probabilities are to be respected [3].

Particularly, the simulation of LLNs, involves the use of Physical (PHY) models which includes various radio propagations, however, it is too complex to capture the radio characteristics as it shows dynamic behavior in different environments like indoor, outdoor, urban, and rural. Moreover, most of the simulators do not take into account all the characteristics of specific hardware, and often lack fine grained modeling behavior. For example, clock drift is often not taken into account in simulations which significantly impacts behavior of a protocol [8].

Compared to simulation, emulation takes into account a fine grained model which is hardware specific. It offers more realism than simulation and provides greater reusability, which means the same implementation can be used not only on emulated nodes but also on real hardware [3]. Most of the development efforts in LLN utilize two frequently used emulators: Cooja and OpenWSN. These tools have been widely used to perform simulation experiments to test MAC protocols in different scenarios with different parameters. In the following text, we describe widely used simulation tools pertaining to LLNs.

1) OMNeT++

OMNeT++ [9] is not a simulator itself, rather it is an open source discrete event simulation library and framework, which is component-based and extensible. It is widely used for building simulators for modeling and evaluating queuing and distributed wired and wireless communication networks [9]. It is implemented in C++ and has a rich integrated development and graphical interface, which helps design, run, evaluate, and trace simulations. The structure of the OMNeT++ model is based on modules, that can be reused in different ways same as LEGO blocks which makes it more modular. It allows unlimited modules nesting, with which several simple modules can be combined to create compound modules. A simple module is written in C++ together with simulation class library provided by the OMNeT++. Communication between the modules takes place via message passing and these messages may contain arbitrary data structures. Depending on the model under consideration, these messages serve as jobs, events, packets, or commands. Modules have input and output interfaces called gates. A link between input and output gates is called connection. In this ways, connections can be assigned different parameters such as propagation delay, bit error rate, and data rate [9]. Similarly, modules can be assigned different parameters that help configure module behavior and customize model topology. An OMNeT++ model is described in NETwork Description (NED) language, which is a Domain Specific Language (DSL) [7]. It provides extensive random number generating distributions and the ability to perform parallel simulations. OMNeT++ provides support for collecting, analysis, and visualization of simulation results contained in scalar and vector files. Python programming support is also underway for results processing and analysis, in this way several python-based packages can be used for easy result plotting and visualization.

OMNeT++ supports various ways to run simulations such as graphical and command line interfaces, the former is useful for demonstration and debugging whereas the latter is preferred for batch execution [9]. Based on OMNeT++, several independent simulations models and frameworks have been developed such as INET, INETMANET, Castalia, OverSim, and MiXiM. These frameworks and models are now commonly used to test different types of protocols and networks.

INET

INET [9] is a widely used simulation package as it contains several Internet protocols and other models to perform simulation particularly in communication and networking. In this

![Diagram](image-url)
way, it helps evaluate and validate new protocols in different scenarios [10]. Often the latest frameworks and models take INET as a base and build on it to simulate more complex networks and protocols.

MiXiM

MiXiM [11] is a simulation package based on OMNeT++, which was primarily used for simulation of wireless and mobile networks. It is a merger of several frameworks such as ChSim, MAC simulator, Mobility framework, Positif framework. Several other projects have been integrated into MiXiM such as EnergyFramework, CSMA module, IEEE 802.15.4 and IEEE 802.15.4 modules, B-MAC layer, L-MAC layer, MoBAN - Mobility Model for Body Area Networks, Flooding network layer, WiseRoute network layer, ProbabilityBroadcast network layer modules, and Analogue Models: BreakpointPathlossModel and PERModel. Therefore, it features detailed wireless channel models, mobility models, obstacles models, and numerous protocols, particularly, it has a great support for MAC layer. MiXiM is now deprecated and all its contents have now been merged with INET since INET-3.x version [12].

INETMANET

INETMANET [13] framework offers similar features as the INET framework but extends INET by providing increased support for simulating Mobile Ad Hoc NETworks (MANETs). It was initially a fork of the INET. It supports several protocols such as AODV, OSLR, DSR, and others. INET’s first version had limitations for link layer and routing protocols for simulation of MANETs. INETMANET overcame those limitations by including support of IEEE 802.11a/g/e and 802.15.4 (now they are also part of INET) [10]. In this way, it supports low-power IoT networks in more realistic scenarios. As MiXiM is no longer maintained, so several propagation models developed for MiXiM are now part of INETMANET. The initial version of INET did not have energy producer and consumer model. INETMANET uses MiXiM models and adapted them to facilitate energy consumption simulation of wireless networks. Several link layer models have been included in INETMANET which cannot be found in INET. Certain simulation models and implementation codes which were originally written for INETMANET, they have been included in INET as well. INETMANET is being actively maintained and developed with major difference to INET with respect to routing protocols, mobility models, application models, interference models. [10].

2) Cooja

Cooja is part of the Contiki-OS which is an operating system [14] that provides hardware and software support for LLNs platforms. Contiki-OS is open source and it enables low-power IoT devices to connect to the Internet. It offers fully standard network stacks such as Micro (u)IP with the support of standard protocols like IEEE 802.15.4, 6LoWPAN, TSCH, 6TiSCH, RPL and COAP. Contiki provides easy and fast development of applications which are written in C. After Contiki version 3.0, it is no longer maintained, rather a new Contiki-ng called next generation OS for IoT, has been developed which is a fork of Contiki-OS.

Cooja is a network simulator within Contiki-ng, that has capability to emulate real hardware platforms. It is extensively used to simulate small and relatively large wireless networks of low-power and low-cost embedded sensors and actuators called motes. It helps develop, validate, run, and debug protocols and applications. Researchers and developers build and test networks with Cooja emulated motes before actually running them on real hardware. Cooja is based on Java and has a graphical interface. It supports various widely used hardware platforms such as CC2420, CC2650, Zolertia Zoul, openmote, native Cooja motes, nrf52dk, NXP jn516x, Tmote Sky/TelosB, and several others. It includes various propagation models such as Unit Disk Graph Medium (UDGM), distance loss UDGM, Directed Graph Radio Medium (DGRM), multipath Ray-tracer Medium (MRM). It also has support for the integration of external tools and plug-ins to provide additional features for networks, protocols, and applications. Two such plug-ins are mobility plug-in and interference plug-in, which help emulate behavior close to reality. Cooja is currently the most dominant tool used by researchers and developers for simulation and emulation of LLN networks as can be seen in Figure 3 which is adopted from [15]. Figure 3 depicts that 62.9% simulation studies related to Contiki-rpl were conducted using Cooja. This is based on results of 97 research publications between 2010 to 2016 found in IEEE Xplorer, Google Scholar, ACM Digital Library, and IETF RFCs [15]. Cooja/Contiki is actively maintained and supported by the community, this is the reason that most of the latest IETF standard drafts are often available for them.

D. Comparison of Simulation Tools

Table I depicts comparison among aforementioned simulation tools based on different features.

<table>
<thead>
<tr>
<th>Simulator</th>
<th>Simulation type</th>
<th>Language</th>
<th>License</th>
<th>GUI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cooja</td>
<td>Discrete event</td>
<td>C</td>
<td>Open Source</td>
<td>Yes</td>
</tr>
<tr>
<td>OMNeT++</td>
<td>Discrete event</td>
<td>C++</td>
<td>Open/Commercial</td>
<td>Yes</td>
</tr>
<tr>
<td>TOSSIM</td>
<td>Discrete event</td>
<td>nesC</td>
<td>Open source</td>
<td>No</td>
</tr>
<tr>
<td>NS-2</td>
<td>Discrete event</td>
<td>C++/O Tcl</td>
<td>Open source</td>
<td>Limited</td>
</tr>
<tr>
<td>NS-3</td>
<td>Discrete event</td>
<td>C++</td>
<td>Open source</td>
<td>Yes</td>
</tr>
<tr>
<td>MATLAB</td>
<td>Event driven</td>
<td>C/Java</td>
<td>Commercial</td>
<td>Yes</td>
</tr>
<tr>
<td>Qualnet</td>
<td>Discrete event</td>
<td>C++/Parsec</td>
<td>Commercial</td>
<td>Yes</td>
</tr>
<tr>
<td>WSNet</td>
<td>Event driven</td>
<td>C++</td>
<td>Open source</td>
<td>Yes</td>
</tr>
<tr>
<td>OPNET</td>
<td>Discrete event</td>
<td>C/C++</td>
<td>Commercial</td>
<td>Yes</td>
</tr>
</tbody>
</table>
metrics that are used during the performance evaluation of MAC protocols. It should be noted that these metrics are commonly used in link-layer studies for LLNs.

A. Packet Delivery Ratio

In various communication networks and protocols, reliability is mostly tied with Packet Delivery Ratio (PDR). As link unreliability, packet collision, or packet loss due to interference and fading is common in low-power networks, thus accurate measure of packet delivery is mandatory. PDR is the ratio of sum of the packets received by the destination node to the total number of packets generated by a source node and is given as

\[
PDR = \frac{\sum Pkt_{received}}{\sum Pkt_{generated}}
\]

Reliability can be as overall or end-to-end. end-to-end PDR undertakes the calculation of PDR at every receiver and transmitted by every source. PDR is a good measure of MAC performance and it gives a good picture of overall packet loss in the network which reflects reliability and robustness of a protocol.

B. Delay

Delay is a crucial metric that is used to assess network performance and application QoS. Packets in LLN are usually timestamped so that source and destination nodes can keep track of timing information and measure delay. Often an end-to-end delay or node-to-node delay is measured. Depending on application, it is imperative to guarantee an upper bound for the data transfer between source and target nodes.

MAC protocols fall into contention-based, schedule-based, and hybrid schemes. Contention-based protocol cannot guarantee deterministic delay, because each network node competes to gain access to the shared wireless medium without knowing the status of its neighbor transmission. Thus, transmissions may collide and nodes have to wait random amount of waiting period before making another transmission attempt and this causes more delay. On the other hand, schedule-based protocols can offer deterministic delay because each node is pre-assigned a dedicated time slot for the transmission of data. Often superframe or slottedframe is constructed which defines at which time a particular node has to transmit, receive, or sleep. In this way, it fully avoids the collisions and provides guaranteed delay. Hybrid scheme takes advantages of both contention-based and schedules-based approaches and tries to offer improved performance.

C. Energy Consumption

Energy consumption is undoubtedly one of the main metrics for resource constrained sensor nodes as they are mostly battery powered and battery replacement is often infeasible. Various problems can cause energy waste such as collisions, interference, packet overhearing, hidden node problem, control packet overhead, and idle listening. Thus, the radio transceiver should be turned-on or slottedframe is constructed which defines at which time a particular node should be tuned-off, however, it is non-trivial to achieve this in practical scenarios. To overcome unnecessary radio wake-up, duty cycling (DC) is widely used to save energy in which nodes sleep by turning-off their radio related circuitry if they do not have packets to transmit or receive. Duty cycling is defined as the ratio of total listen interval to total sleep and listen interval and is given as

\[
DC = \frac{T_{listen}}{T_{listen}+T_{sleep}}
\]

In reality, different states of the radio transceiver consume different amount of energy. In this way, duty cycling serves an important metric to represent the energy consumption of nodes. Energy consumption and network life time are closely related and are often interchangeable.

D. Scalability

Scalability can be defined from two perspective, one is related to scaling up network by adding more number of nodes, and another is related to changing topology or functionality of the existing network. Due to wide adoption of low-power networks, we witness large scale networks to be deployed such as smart city or industrial applications. Often thousands of small nodes are deployed for monitoring and control purpose. Managing large number of nodes is non-trivial task, for example, in case of contention-based schemes, increasing the number of nodes causes the medium access competition to grow which increases the delay and energy consumption. Scalability becomes a challenge for schedule-based protocols as they are less scalable, for example, adding new nodes in network requires the entire schedule of nodes to be updated which incurs additional overhead for energy and delay. Therefore, scalability is an important metric that should be put on priority during the development of MAC protocol.

IV. Conclusion

This paper discussed about performance evaluation and how it should be conducted. Various methodologies used in performance evaluation have been surveyed. In particular, we focused on simulation approach to analyze MAC protocol performance. Several simulation platforms along with their working mechanism were explained with reference to LLNs. Several MAC performance metrics such as PDR, delay, scalability, and energy consumption were elaborated.
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Abstract—The contribution introduces a compact system that demonstrates all necessary components of a modern sensor network (on small scale) and supports the simple understanding for the whole data chain. It includes two sealed sensor-actuator-heads an inductive (plug-free) power supply, a wireless communication module and a handheld processing unit with corresponding software.

Index Terms—sensor network, process monitoring, wireless probes

I. INTRODUCTION

The chemical and biological industry aims for an ongoing progress in optimizing manufacturing processes in complex fluid or liquid systems. The control of such processes requires the monitoring of different physical parameters like density, concentration or temperature gradients and thus the implementation of different sensor probes. In case of large reaction vessels, the main disadvantage occurs by the fixed implementation of the sensor probes, that only measure in a restricted region or spot within the vessel. The spatial distribution of a density or the temperature is not known exactly – mostly derived by a simulation model only. Thus, the process industry is in need of flexible (non-fixed) sensor-probes, that can be installed very quickly (without interrupting the process) and that are able to gather parameters all over the volume – all in conjunction with online measurements, long-term operation and wireless power supply. In this context the mayor aims of the research activities at the ifak where tomograph systems [1], combination of sensor principle and wireless probes for inline process analysis [2]. Such system is suitable to monitor different process values within larger vessels or even with non-invasive data and power support. The concepts for a compact and mobile sensor system used in liquid multiphase systems were developed. In order to achieve near real-time knowledge of an underlying process, the temporal and spatial analysis of (multi-phase) liquids is intended. Of main importance are firstly the utilisation and integration of different robust and process-suited measurement methods into a multisensor-module which can be placed directly in the process medium. Secondly, concepts for the contactless transfer of power and measurement data [3] were developed and realized in order to achieve an uninterruptible and long-term operation of the mobile sensor module within the process. Contactless inductive transmission systems offer the advantage of dispensing with electrical sliding contacts or plug connections and thus increase the safety and reliability of the power supply in many areas of application, such as underwater applications or under harsh environmental conditions. Typical coil systems are shown in Figure 1.

II. DEMONSTRATOR

The WASABI demonstrator (Fig. 2) is suitable for demonstrating the advantages of digitizing process values and transferring them via networks to the use of information. The demonstrator shows the whole chain of a sensor network in a clear way.
Using a sensor arrangement with integrated communication devices, the demonstrator will demonstrate the path from digital data from the application (data acquisition from sensors, actuators and controllers (PLCs) as well as other sources) to the processing and evaluation of the digitization/integration of process information into the information chain of the company.

The demonstrator consists of a water tank (the process vessel) with two sensor or actuator heads (distributed sensors) and a tablet as a visualization and control system (Fig. 2).

A. Functionalities:

- The sensors and actuators integrated in the WASABI demonstrator are supplied with wireless inductive energy.
- Besides a thermal optical sensor is implemented and thus can be used to detect particles and concentrations under water. With the help of solutions from the field of softsensing (fusion of sensor data in the time and frequency domain), powerful solutions for physical, chemical or biological sensors can be developed further.
- “Plug-free” real time process monitoring: The sensor modules can be removed or even replaced during operation without interrupting the network. The sensors are detected automatically.
- The acquired data are transferred from the sensor head to the base station via contactless inductive communication (near field) and processed.
- Using a Bluetooth connection, the processed data can be transmitted to the tablet and visualized (Fig. 3). In addition, various control commands can be sent to the sensor heads via these communication links.

B. Addressed Applications:

In context of the variety of process parameters in chemical and biotechnological industry, the following underlying applications are addressed:

- Monitoring of concentration, density and sound velocity in liquids.
- Particle analysis (concerning size distribution and concentration) with photometric and acoustic sensors,
- Monitoring of streaming with distributed sensor-particles [2].
- Detection of thermal gradient and hotspots in large vessels.
- “Plug-free” power transfer and communication modules between an “autarkic” sensor system inside a vessel and a processing unit outside.

III. CONCLUSION

The demonstrator (Fig. 4) shows all aspects and necessary modules of wireless sensor networks in a simple way and illustrates the advantages and challenges of such a sensor network.

![Fig. 3. Software for sensor control and data processing: the values of a LED-transfer](image)

![Fig. 4. Water proofed sensor-head including optical receiver and emitter, sensor electronic, communication module and inductive power converter for plug-free supply.](image)
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Demo: A Haptic Communication Testbed - Integrating The Control Systems Domain Into Communication Testbeds
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Abstract—For wireless research of Haptic Communication an integrated testbed that covers both the networking and the control part is needed. With this demo, we show a Haptic Communication framework that is intended for experiment design that covers Networked Control System (NCS) in action, allowing for repeatable as well as empirical data collection. We demonstrate our Haptic Communication Testbed within in a small demo setup that shows a remotely controlled line following robot.

Index Terms—Haptic Communication, Tactile Internet, Testbeds

I. INTRODUCTION

Finding a solution for efficient Haptic Communication is an integral part of the Tactile Internet [1]. One of the key requirements to develop sound, applicable codecs for Haptic Communication is a testbed that will allow for large-scale evaluation, validation, and refinement of approaches and concepts. Testbeds mainly solve the problem of reproducibility of real-world measurements. By giving a structured and automatized approach to experiment design, execution and data gathering, they bridge the gap between reproducible simulations and empirical case studies. Haptic Coding imposes a special challenge to testbed design, as it lies in between two big scientific domains: The control domain, which is determined all by physical, real-world quantities, and the digital network-domain, which measures pure abstract information.

When combined setups have to be investigated, there is currently a lack of concepts and functionality. The standard way to overcome this problem is to translate a given control application’s constraints into network constraints and then simulate the application’s data flow within a communication testbed. For example, if a network-controlled robot has to work within certain metric tolerances, one might calculate the minimum packet rate, maximum omission degree, and maximum latency necessary. This approach, however, introduces many abstractions and is only applicable to evaluate small systems of low complexity. We therefore aim to develop a testbed for Haptic Communication, which offers a user specifiable network configuration combined with a configurable, state of the art robotics simulation. This approach enables an integrated evaluation of NCS in both the control as well as the network domain. The conceptual approach for a Haptic Communication Testbed will finally be integrated into our MIoT-Lab [2] and will therefore allow for distributed deployment, scheduled large-scale experimentation, and automated data collection.

We present our approach using the demo scenario depicted in Figure 1. A robot that is controlled via a NCS has to fulfill a certain goal, which is in our case a simple line-following task. The system has to implement an efficient Haptic Coding technique that is able to maintain the data rate, packet loss, and latency constraints needed by the application. These network constraints arise completely from the physical domain, given the speed that the robot should follow the line and the maximum tolerable deviation. The intended framework, however, is generic and flexible and will support arbitrary scenarios.

There currently exist several testbeds for the network domain, like the MIoT-Lab [2] and the FIT IoT-Lab [3]. For the control domain, some specialized testbeds have been used over time that depend on the exact application, like for grasp planning in robotics [4] or Haptic Coding [5].

The rest of this paper is structured as follows. Section II briefly introduces our novel Haptic Communication testbed design. Section III describes the demonstration scenario. Section IV concludes the paper.

II. HAPTIC COMMUNICATION TESTBED

The testbed basically consists of two parts. On the one hand this is the framework that connects the robot simulation with a network and allows remote control of it. Another component is the MIoT-Lab, which takes over the network
role and the Testbed Management System (TBMS) [6] for the experiments. The setup and interplay of these parts is depicted in Figure 2. The TBMS controls the experiments and allows the experiments to be stored in DES-Cript [7] format and repeated on other testbeds that support this format. The DES-Cript file stores important information about the experiments, which includes, among other things, commands executed on the individual nodes as well as general configurations such as execution times, metadata and an initialization of the nodes. Thus the user does not have to worry about the control of the experiments and the experiments become repeatable and comparable under the same conditions. The framework in turn consists of a plugin for the simulation environment v-rep [8] and a stand-alone application that runs on a remote computer and controls the simulation. The plugin is a shared library and is loaded at the start of v-rep and allows access to the so-called regular API with over 500 functions. A plugin for v-rep must implement at least three procedures as entry points. One is called at the start, one at the end and a third at other events, like at every simulation step. Plugins, in general, do not allow asynchronous execution, but a fixed frequency is required for sending the sensor data, so we use threads for synchronization of both feedback and control streams. Threading is only possible when initiated from the main thread as a result of an event. Therefore, the plugin is structured so that it starts two threads at the beginning for communication with the controller. One thread is responsible for sending data and another thread is responsible for receiving data. They communicate with the main thread via mutex-protected data structures. The main thread converts the received control data via API calls in the simulation and updates the sensor data to be sent. The data is sent at a specified frequency, for example 1 kHz. A standalone software runs on the control side. It receives the sensor data, executes the algorithm and then sends the calculated control data to the plugin.

III. SCENARIO

In the demo scene depicted in Figure 1 a stationary robot follows a path using a camera attached to the robot arm. In the real world, this could be a robot inspecting a weld seam. The scene was chosen because it is a real world problem and it is easy to determine the quality of the control. It is possible to add the sum of the deviation in the vertical direction from the path over each simulation step. In order to keep the control algorithm as simple as possible and still allow an endless simulation, the robot always moves back and forth in the horizontal direction. This position change is performed locally. The algorithm only has to make a correction in the vertical direction. It looks at the middle column of the image and determines the position of the path. The vertical correction of the position is proportional to the deviation from the center.

IV. DISCUSSION

Testbeds, in general, bridge the gap between pure simulations and case-studies as a means of evaluation, testing, validation, or verification. The Haptic Communication Testbed is intended as an aid to improve the mapping between (non-functional) network constraints and physical application parameters in scenarios where Haptic Communication is involved. We aim to support the gain of insights in the slowly emerging field of Haptic Communication.
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Abstract—This paper describes the prototypical implementation for demonstration purposes of a wireless sensor network for recording production parameters like temperature and acceleration for machine monitoring on machine tools. The data collection is done with devices and components from the low-budget area, like a single board computer (SBC) and Adafruit Breakout Boards, as well as directly from the machine control via the communication protocol Open Platform Communications Unified Architecture (OPC UA). The message queuing telemetry transport (MQTT) broker is used for the transfer of the data packets. The collected data is collected by means of a time-series-based database (InfluxDB) and visualized via a Grafana server.

Index Terms—IIoT, MQTT, OPC UA, Sensors, Retrofit

I. INTRODUCTION

In the context of the Industry 4.0 Initiative and the associated technologies such as condition monitoring, predictive maintenance, context adaptive machine control and the change to flexible production systems, keyword "lot size 1", the collection of high quality data in the style of "Smart Data" plays an important role. The necessary data fusion from different sources (e.g. machine data, room climate data) helps to generate a holistic, context-related system image with the goal of increased system availability. Rather, it is the integration of existing building sensors, function-integrated tool parameters and additional sensors remote from the machine. The necessity for a machine retrofit lies in the high acquisition costs for machine tools and the long lifecycle of machine tools, particularly special machines. Not only the quantity of the data is decisive, but also its quality, which has a considerable effect on the results to be achieved with regard to downstream data processing. In order to be able to offer a retrofit option for existing plants, a wireless sensor network has to be developed. With the help of such an additionally installed sensor network, existing machines can be qualified for current and future applications without generating high investment costs. This system can also be used as an additional system in combination with current machine tools to redundantly design sensors or to act independently of the machine control.

The designed architecture (Fig. 1) consists of sensors, sensor nodes, a message queuing telemetry transport (MQTT) broker and possible clients. The nodes themselves contain temperature and acceleration sensors, as well as an interface in the form of a RJ45 socket for connecting additional sensors via cable. All sensors are connected to the MQTT broker via the respective nodes and handle the communication. Connected clients can either write the output data or transfer parameters for measurements. The conditions set for the development of components for a prototype of such a network are simplicity and robustness as well as easy replaceability.

II. DEMO SETUP

The central instance of the sensor network is the MQTT broker in the form of a single board computer (SBC). This can be used for communication with instructions to the sensor nodes and from these to publish the sensor data. A clever separation of the parameters from each other is useful in order to clearly assign the values to their origin. The MQTT broker is wirelessly connected to the sensor network via 2.4 GHz. The basic framework for the sensor nodes is the MCU ESP32 from espressif in the form of the DevKitc V4 [1] with micropython. This low-power system-on-a-chip (SoC) with 4 MB memory, Wifi and Bluetooth module and a clock frequency of 240 MHz is an inexpensive component from the IoT range. The acquisition of temperature values takes place via OneWire Bus using the DS18B20 sensors from Maxim Integrated [2] and the acquisition of acceleration values takes place via I^2C Bus using the LIS3DH sensors from ST Microelectronics [3] as a breakout from Adafruit Industries. A lithium-ion accumulator serves as power supply. The sensor node can be operated either as an automatic system with standard values or with a desired configuration, which is transferred to the ESP32 via MQTT. The collected data packets are sent to the MQTT broker via 2.4 GHz Wifi.

So-called secondary drives are responsible for the realization of the necessary effective movement between tool and workpiece on machine tools. Spindle nut systems are widely used to convert rotary motion into translational motion. For this reason, a drive unit in the form of a ball screw with associated machine control is embedded in the demonstrator as a machine component (Fig. 2).

A Bosch - Rexroth Indra Control XM22 is used as control unit and a Bosch - Rexroth Indra Drive Cs as converter. The data acquisition with a sampling rate of up to 1000 Hz
of the parameters acceleration, speed and position from the controller is done by a single board computer and takes place via the Open Platform Communications Unified Architecture (OPC UA) interface with a corresponding Python script, which immediately publishes the data stream via 2.4 GHz Wifi to the MQTT broker.

The last part of the demonstrator is the time series based database InfluxDB and a visualization using Grafana. These two features run also on the single board computer with Intel Pentium CPU, 4 GB RAM and an active cooling due to higher demands on the computing power. The representation takes place via an Internet browser by calling the respective IP.

III. RESULTS

The practical test shows that the designed system can cope with the demands placed on it. Process parameters can be collected from various sources and merged. In addition, a visualization in quasi real time was achieved. The system can therefore be used in industrial environments and is particularly suitable for retrofit measures, in order to generate Smart Data through data acquisition and to make existing plants industry 4.0 ready. The acceleration sensors of the sensor nodes are limited by the ESP32 in the presented test setup to approximately 100 Hz, this is sufficient in the industrial environment for condition monitoring or predictive maintenance with respect to the application.

IV. OUTLOOK

With this approach, further technical solutions can be developed through the consistent implementation of the system of systems concept. These individual technical solutions can result in a service ecosystem for machine tools. This enables the successive development of new services that facilitate the handling of increasingly complex machine tools. Software developments (e.g. apps) for the detailed evaluation of production processes or determination of the state of health / wear of the machine tool are conceivable here. In addition, services directly on the machine (e.g. maintenance, calibration tasks) can be better planned on the basis of existing context information, which can shorten machine downtimes and increase capacity utilization. New business models (pay-per-use, pay-on-demand) can be implemented on the basis of this now possible comprehensive data situation, enabling various service providers to offer their services on a customer-specific basis.
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I. INTRODUCTION

There can be many different implementations of internet protocols. That means each implementation will come with its own ways of doing things. This can sometimes lead to failure when used against different implementation. Therefore, to make sure that they all can interoperate, plug-testing needs to be done regularly between all these implementations. This demo aims to show the interoperability of the RIOT CoAP implementation - gcoap - against other available CoAP implementations.

The Constrained Application Protocol (CoAP) [1] is a specialized web transfer protocol for use with constrained nodes and constrained (e.g., low-power, lossy) networks. By default, the packets are transported in plain UDP but in the specification it is described how the packet can be encrypted using DTLS [2].

The Datagram Transport Layer Security (DTLS) protocol provides communication privacy for datagram protocols. It is based on the Transport Layer Security (TLS) [3] protocol and provides equivalent security guarantees.

This demo shows the interoperability of the DTLS-secured CoAP implementation of gcoap — the RIOT CoAP implementation, with other CoAP implementations.

II. DTLS-SECURED COAP

Section 9.1 of the CoAP RFC defines the binding to DTLS, along with the minimal mandatory-to-implement configurations appropriate for constrained environments. The binding is defined by a series of deltas to unicast CoAP. In practice, DTLS is TLS with added features to deal with the unreliable nature of the UDP transport.

III. SETUP

There are many CoAP implementations to choose from. In this demo, gcoap is tested against the following CoAP libraries and the corresponding DTLS library used:

- libcoap + tinydtls (client and server)
- Californium + scandium (client and server)
- aiocoap + tinydtls (client only)

On the RIOT side, gcoap example application is flashed onto a samr21-xpro board. As shown in Figure 1, DTLS integration in gcoap is done through DTLS sock 1. This allows us to change the underlying DTLS library used without rewriting our application.

IV. CONCLUSION

Through this demo, we hope to show the current state of the RIOT CoAP implementation and its ease of use. Through DTLS sock, changing of the underlying CoAP implementation can be done with minimal line of code, which is very useful when doing testing and prototyping.
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1https://riot-os.org/api/group_net_gcoap.html
2http://api.riot-os.org/api/group_net_sock_dtls.html
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